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Agenda

= This chapter covers the following content:

= Generic Routing Encapsulation (GRE) Tunnels - This section
explains how GRE tunnels operate and explains the configuration of
GRE tunnels.

= Next Hop Resolution Protocol (NHRP) - This section describes the
NHRP protocol and how it dynamically maps underlay IP addresses
to overlay tunnel IP addresses.

= Dynamic Multipoint VPN (DMVPN) - This section explains the three
DMVPN phases and the technologies involved with DMVPN tunnels.

= DMVPN Configuration - This section explains the configuration of
DMVPN tunnels.

= Spoke-to-Spoke Communication - This section explains how spoke-
to-spoke DMVPN tunnels form.



Generic Routing Encapsulation (GRE)

Tunnels




GRE

* A GRE tunnel provides connectivity to a wide variety of
network layer protocols by encapsulating and forwarding
those packets over an IP-based network.

« The original use of GRE tunnels was to provide a transport

mechanism for nonroutable legacy protocols such as DECnet,
Systems Network Architecture (SNA), and IPX.

 DMVPN uses Multipoint GRE (mGRE) encapsulation and
supports dynamic routing protocols, which eliminates many
of the support issues associated with other VPN
technologies.

* GRE tunnels are classified as an overlay network because
a GRE tunnel is built on top of an existing transport
network, also known as an underlay network.



Generic Routing Encapsulation (GRE) Tunnels

GRE Tunnel Configuration

= Figure 19-1
illustrates the
configuration of
a GRE tunnel.
The
172.16.0.0/16
network range
Is the transport
(underlay)
network, and
192.168.100.0/
24 is used for
the GRE tunnel
(overla
network).




Generic Routing Encapsulation (GRE) Tunnels

GRE Tunnel Configuration (Cont.)

= Example 19-1

shows the
routing table of
R11 before the
GRE tunnel is
created.
Notice that the
10.3.3.0/24
network is
reachable by
RIP and is two
hops away.

Example 19-1  R11 Routing Table Without the GRE Tunnel

R11§ show ip route

| output omitted for brevity

Codes: L - loecal, ¢ - comnected, 8 - statle, R - RIP, M - moblle, B - BGP
D - EIGRF, EX - EIGRP external, © - OSPF, IA - OSPF lnter area

@Gateway of last resort 1s not set

10.0.0.0/8 is variably subnetted, 3 subnets, 2 masks
10.1.1.0/24 18 directly connected, GlgabitEtherneto/2
i 10.3.3.0/24 [120/2) vla 172.16.11.2, 00:00:01, GilgabltEtherneto/l
172.16.0.0/16 la varlably subnetted, 3 subnets, 2 masks
&4 172.16.11.0/320 ia directly connacted, GigabltEtherneto/1
|5 172.16.31,0/30 [120/1] via 192.16.11.2, 00:00:10, algabltEtherneto/1

R11j§} trace 10.3.3.3 source 10.1.1.1
Traclng the route to 10.3.3.3
1 172.16.11.2 0 maac 0 maec 1 maec

2 172.16.31.3 0 msec




Generic Routing Encapsulation (GRE) Tunnels

GRE Tunnel Configuration (Cont.)

= The steps for configuring GRE tunnels are as follows:

1)
2)
3)
4)

o)

6)

7)

Step 1. Create the tunnel interface by using the global configuration
command interface tunnel tunnel-number.

Step 2. Identify the local source of the tunnel by usin? the interface
parameter command tunnel source {ip-address | interface-id}.

Step 3. Identify the tunnel destination by using the interface
parameter command tunnel destination ip-address.

Step 4. Allocate an IP address to the tunnel interface by using the
command ip address ip-address subnet-mask.

Step 5. Optionally define the tunnel bandwidth, measured in kilobits
er second, by using the interface parameter command bandwidth
1-10000000].

Step 6. Optionally specify a GRE tunnel keepalive by using the
interface parameter command keepalive [seconds [retries]].

Step 7. Optionally define the IP maximum transmission unit (MTU
fo; thel:[unnel interface by using the interface parameter command ip
mtu mtu.



Generic Routing Encapsulation (GRE) Tunnels

GRE Sample Configuration

Example 19-2
provides the
GRE tunnel
configuration for
R11 and R31.

EIGRP is
enabled on the
LAN (10.0.0.0/8)
and GRE tunnel
(192.168.100.0/2
4) networks.

RIP is enabled
on the LAN
(10.0.0.0/8) and
transport
(172.16.0.0/16)
networks but is
not enabled on
the GRE tunnel.

R11 and R31
become direct
EIGRP peers on
the GRE tunnel
because all the
network traffic is
encapsulated
between them.

Example 19-2 GRE Configurarion

Rll

interface Tunnelloo

bandwidth 4000

ip address 192.168.100,11 255%,2585,2685.0
ip mtu 1400

keepalive 5 3

tunnel source @dlgablitBEthernseto/1

tunnel destination 172.16.31.1
1
router elgrp GRE-OVERLAY
addregs-family ipv4 unicast autonomous-system 100
copology base
exlt-af-topology
network 10.0.0.0
network 192.168.100.0
axit-address-family
1
router rip
vaersion 2
network 10.0.0.0
network 172.16.0.0

no auto-summary

R31
interface Tunnelloo
bandwidth 4000

ip address 192.168.100.31 255.255.255.0

ip mtu 1400
keepalive 5 3

tunnel source GigabitEtherneto/1
tunnel destination 172.16.11.1

1
router elgrp GRE-OVERLAY

address-Tamlily ipv4 unicast autonomous-system 100

topology basge
axit-af-topology
network 10.0.0.0
network 192.168.100.0
exlt-address-Lfamily
!
router rip
varsion 2
network 10.0.0.0
network 172.16.0.0

no auto-summary




Generic Routing Encapsulation (GRE) Tunnels

GRE Sample Configuration (Cont.)

=\When the
GRE tunnel is
configured, the
state of the
tunnel can be
verified with
the command
show
interface
tunnel
number.
Example 19-3
displays
output from
this
command.

Example 19-3 Display of GRE Tunnel Parameters

R11# show interface tunnel 100
! ontput omitted for brevity
Tunnellod is up, line protocol is up
Hardware is Tunnel
Internet address 1s 192.168.100.1/24
MTO 17916 bytes, BW 400 Ebit/sec, DLY 50000 usec,
reliability 285/2686, txload 172586, rxload 17286
Encapsulation TUNNEL, loopback not sat
Eeepalive set (5 sec), retries 3
Tunnel source 172.16.11.1 (@igabltEtherneto/1), destination 172.16.31.1
Tunnel Subblocks:
sro-track:
Tunnelloo source tracking subblock associated with GigabitEtherneto/1
Set of tunnels with source GigabitEthermeto/1, 1 member (includes
iterators), on interface <OKs>
Tunnel protocol /transport GRE/IP
Koy disabled, sequencing disabled
Checksumming of packets disabled
Tunnel TTL 255, Fast tunneling enabled
Tunnel transport MTO 1476 bytes
Tunnel transmit bandwidth aooo (kbps)
Tunnel receive bandwidth soo00 (kbps)
Last input 00:00:02, cutput 00:00:02, ocutput hang never
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NHRP

* Next Hop Resolution Protocol (NHRP) is defined in
as a method to provide address resolution for
hosts or networks (with ARP-like capability) for
nonbroadcast multi-access (NBMA) networks such as
Frame Relay and ATM networks.

 NHRP is a client/server protocol that allows devices to
register themselves over directly connected or disparate
networks.

 DMVPN uses mGRE tunnels and therefore requires a
method of mapping tunnel IP addresses to the transport
(underlay) IP address. NHRP provides the technology for
mapping those IP addresses.


https://datatracker.ietf.org/doc/html/rfc2332

Next Hop Resolution Protocol

NHRP Message Types

= All NHRP packets must include the source NBMA address,
source protocol address, destination protocol address, and
NHRP message type. The NHRP message types are
explained in Table 19-3.

Registration Registration messages are sent by the NHC (DMVPN spoke) toward the NHS (DMVPN hub).

Resolution

Redirect

Purge

Error

Registration allows the hubs to know a spoke’s NBMA information.

Resolution messages are NHRP messages designed to locate and provide the address
resolution information of the egress router toward the destination.

Redirect messages are an essential component of DMVPN Phase 3. They allow an
intermediate router to notify the encapsulator (a router) that a specific network can be reached
by using a more optimal path (spoke-to-spoke tunnel).

Purge messages are sent to remove a cached NHRP entry. Purge messages notify routers of
the loss of a route used by NHRP. A purge is typically sent by an NHS to an NHC (which it
answered) to indicate that the mapping for an address/network that it answered is not valid
anymore.

Error messages are used to notify the sender of an NHRP packet that an error has occurred.



Next Hop Resolution Protocol
NHRP Message Extensions

* NHRP messages can contain additional information that is
iIncluded in the extension part of a message. Table 19-4
lists the common NHRP message extensions.

Extension | Description

Responder
address

Forward transit
NHS record

Reverse transit
NHS record

Authentication

Vendor private
NAT

This is used to determine the address of the responding node for reply
messages.

This contains a list of NHSs that the NHRP request packet may have
traversed.

This contains a list of NHSs that the NHRP reply packet may have
traversed.

This conveys authentication information between NHRP speakers.
Authentication is done pairwise on a hop-by-hop basis. This field is
transmitted in plaintext.

This conveys vendor private information between NHRP speakers.

DMVPN works when a hub or spoke resides behind a device that performs
NAT and when the tunnel is encapsulated in |IPsec.
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DMVPN

 DMVPN provides complete connectivity while simplifying
configuration as new sites are deployed.
 Itis considered a zero-touch technology because no configuration

Is needed on the DMVPN hub routers as new spokes are added to
the DMVPN network.

* A spoke site initiates a persistent VPN connection to the
hub router.

* Network traffic between spoke sites does not have to travel
through the hubs. DMVPN dynamically builds a VPN
tunnel between spoke sites on an as-needed basis.



Dynamic Multipoint VPN (DMVPN)

DMVPN Benefits

= DMVPN provides the following benefits to network administrators:

Zero-touch provisioning - DMVPN hubs do not require additional
configuration when additional spokes are added.

Scalable deployment - Minimal peering and minimal permanent state on
spoke routers allow for massive scale.

Spoke-to-spoke tunnels - DMVPN provides full-mesh connectivity while
requiring configuration of only the initial spoke-to-hub tunnel.

Flexible network topologies - DMVPN operation does not make any
{lgldlas_sumptlons about either the control plane or data plane overlay
opologies.

Multiprotocol support - DMVPN can use IPv4, IPv6, and MPLS as the
overlay or transport network protocol.

Multicast support - DMVPN allows multicast traffic to flow on the tunnel
interfaces.

Adaptable connectivity - DMVPN routers can establish connectivity
behind NAT.

Standardized building blocks - DMVPN uses industry-standardized
technologies (NHRP, GRE, and IPsec) to build an overlay network.



Dynamic Multipoint VPN (DMVPN)

DMVPN Phases 1, 2, and 3

= DMVPN was released in three phases, each phase built on the
previous one with additional functions. All three phases of DMVPN
need only one tunnel interface on a router, and the DMVPN network
sizte shic()uld accommodate all the endpoints associated with that tunnel
network.

1) Phase 1: Spoke-to-Hub — Phase 1 provides a zero-touch
deployment for VPN sites. VPN tunnels are created only between
spoke and hub sites. Traffic between spokes must traverse the hub
to reach any other spoke.

2) Phase 2: Spoke-to-Spoke — Phase 2 provides additional capability
beyond DMVPN Phase 1 and allows spoke-to-spoke communication
on a dynamic basis by creating an on-demand VPN tunnel between
the spoke devices.

3) Phase 3: Hierarchical Tree Spoke-to-Spoke - Phase 3 refines
spoke-to-spoke connectivity by enhanc:lrI]\% the NHRP messa%ing and
mteractlngf\lwith the routing table. With DMVPN Phase 3, the hub
sends an NHRP redirect message to the spoke that originated the
packet flow. The NHRP redirect message provides the necessary
Information so that the originator spoke can initiate a resolution of the
destination host/network.



Dynamic Multipoint VPN (DMVPN)

DMVPN Phase Comparison

= Figure 19-2 illustrates the
differences in traffic
atterns for the three
MVPN phases.

= All three models support
direct spoke-to-hub
communication, as shown
by R1 and R2.

= Spoke-to-spoke packet
flow in DMVPN Phase 1 is
different from the packet
fIO\(/jv \jsn DMVPN Phases 2
and 3.

= Traffic between R3 and R4
must traverse the hub for
Phase 1 DMVPN, whereas
a dynamic spoke-to-spoke
tunnel is created for
DMVPN Phase 2 and
Phase 3 that allows direct
communication.

DMVPN Phase 1

//$
S | &

pA

Spoke

Spoke-to-Hub Tunnel
Persistent

DMVPN Phases 2 and 3

Spoke

------ Spoke-to-Spoke Tunnel
Dynamic

Figure 19-2 DMVPN Traffic Parrerns in the Different DMVPN Phases



Dynamic Multipoint VPN (DMVPN)

DMVPN Phase Comparison (Cont.)

= Figure 19-3 illustrates the Global Hub
difference in traffic
atterns between Phase
WI?}'? ?1 |I;Paar?:ie1 Iga[l) MVP N Hegio;al DMVPN Tmn;lm 10 H‘Eﬂic;al
u 162.168.10.0624 u
topologies (multilevel). )
= In this two-tier gridiaty e 1002001
merﬁr%h}cal Ddl\e/li/lg’rl]\l R2 is
e hub for
tunnel 20, and R3 is the % %’\——f%
hub for DMVPN tunnel Sooke Sook Sook S
30. - poke DMVPN Phase 2 poke poke
= This chapter explains the Global Hub

DMVPN fundamentals

with DMVPN Phase 1

and then explains Regional
DMVPN Phase 3. Hub

= |t does not cover
DMVPN Phase 2.

DMVEN Tunnel 10
192.168.10.0/24

Regional
Hub

DMVEN Tunnel 20

DMVPN Tunnel 30
192.168.30.0/24

Spoke Spoke

DMVPN Phase 3

Figure 19-3 Comparison of DMVPN Phase 2 and Phase 3
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DMVPN Configuration

* There are two types of DMVPN configurations, hub and
spoke.

* Each is used depending on a router’s role. The DMVPN hub is the
NHRP NHS, and the DMVPN spoke is the NHRP NHC.

* The spokes should be preconfigured with the hub’s static
IP address, but a spoke’s NBMA |IP address can be static
or assigned from DHCP.

* The terms spoke router and branch router are used
interchangeably, as are the terms hub router and
headquarters/data center router.



DMVPN Configuration

Simple DMVPN Topology

= Figure 19-4 shows
the first topology
used to explain
DMVPN configuration
and functions.

= R11 acts as the
DMVPN hub, and
R31 and R41 are the
DMVPN spokes.

= All three routers use
a static default route
to the SP router that

rovides connectivity

or the NBMA (
transport) networks in
the 172.16.0.0/16
network range.
EIGRP has been
configured to operate
on the DMVPN
tunnel and to
advertise the local
LAN networks.

NBMA/Transport

10.1.1.0/24 %<:

1P y
172.16.11.1 —‘ p

NBMA/Transport
IP:
172.16.311

DMVPN Tunnel:
192.168.100.0/24

U

[
% 10.3.3.0/24

)

| w@  10.4.4.024

L

NBEMA/Transport
IP:
172.16.41.1

Figure 19-4 Simple DMVPN Topology




DMVPN Configuration

DMVPN Hub Configuration

= The steps for configuring DMVPN on a hub router are as follows:

1) Step 1. Create the tunnel interface by using the interface tunnel
tunnel-number global configuration command.

2) Step 2. |dentify the local source of the tunnel by using the tunnel
source {ip-address | interface-id} interface parameter command.

3) Step 3. Configure the DMVPN tunnel as an mGRE tunnel by using
the tunnel mode gre multipoint interface parameter command.

4) Step 4. Allocate an IP address for the DMVPN networkétunnel) by
using the ip address ip-address subnet-mask command.

5) Step 5. Enable NHRP on the tunnel interface and uniquely identify
the DMVPN tunnel for the virtual interface by using the ip nhrp
network-id 7-4294967295 interface parameter command.

6) Stee 6. Optionally define the tunnel key, which adds 4 bytes to the
DMVPN header, with the tunnel key 0 - 4294967295 command.

7) Step 7. Optionally enable multicast support for NHRP on DMVPN
hub routedrs by using the ip nhrp map multicast dynamic tunnel
command.



DMVPN Configuration

DMVPN Hub Configuration (Cont.)

= The steps for configuring DMVPN on a hub router are as follows:

8) Step 8. For Phase 3, enable NHRP redirect functions by using
the ip nhrp redirect command.

9) Steg 9. Optionally define the tunnel bandwidth, measured in
kilobits per second, by using the bandwidth [7-70000000]
interface parameter command.

10) Step 10. Optionally configure the IP MTU for the tunnel
interfacedby using the ip mtu mtu interface parameter
command.

11) SteSp 11. Optionally define the TCP maximum segment size
(MSS) by using the ip tcp adjust-mss mss-size command.

= Note: mGRE tunnels do not support the option for using a
keepalive.



DMVPN Configuration

DMVPN Spoke Configuration for DMVPN Phase 1 (Point-to-
Point

= Configuration of DMVPN Phase 1 spokes is similar to the configuration for
a hub router except in two ways:

It does not use an mMGRE tunnel. Instead, the tunnel destination is specified.
The NHRP mapping points to at least one active NHS.

= The process for configuring a DMVPN Phase 1 spoke router is as follows:

1) Step 1. Create the tunnel interface by using the interface tunnel tunnel-
number global configuration command.

2) Step 2. Identify the local source of the tunnel by using the tunnel
source {ip-address | interface-id} interface parameter command.

3) Step 3. Identify the tunnel destination by using the tunnel destination
ip-address interface parameter command.

4) Step 4. Allocate an IP address for the DMVPN network (tunnelz by using
the ip address {ip-address subnet-mask | dhcp} command or the ipv6
address ipv6-address/prefix-length command.

5) Step 5. Enable NHRP on the tunnel interface and uniquely identify the
DMVPN tunnel for the virtual interface by using the ip nhrp network-id
1-4294967295 interface parameter command.



DMVPN Configuration

DMVPN Spoke Configuration for DMVPN Phase 1 (Point-to-
Point) (Cont.)

= The process for configuring a DMVPN Phase 1 spoke router is as
follows:

6) Step 6. Optionally define the NHRP tunnel key, which adds 4 bytes
to the D'\Q PN header, by using the tunnel key 0-4294967295
command.

= Note: If the tunnel key is defined on the hub router, it must be defined on all the
spoke routers.

7) Step 7. Specify the address of one or more NHRP NHSs by using
the Ip nhrp nhs nhs-address nbma nbma-address [multicast]
command.

= Note: Remember that the NBMA address is the transport IP address, and the
NHS address is the protocol address for the DMVPN hub.

8) Step 8. Optionally define the tunnel bandwidth, measured in kilobits
per second, by using the bandwidth [7-70000000] interface
parameter command.

9) Step 9. Optionally define the IP MTU for the tunnel interface by using
the ip mtu mtu interface parameter command.

10) Step 10. Optionally define the TCP MSS by using the ip tcp adjust-
mss mMss-size command.



____________________________________________________________________
DMVPN Configuration
DMVPN Spoke Configuration for DMVPN Phase 1 (Point-
to-Point) (Cont.)

Example 19-6 Phase 1 DMVPN Configuration

R11-Hub

=Example 19-6 "

bandwidth 4000
- ip address 192.168.100.11 255,255, 255.0
prov|des a
ip nhrp map multicast dynamic
Ip nhrp network-1d 100
Sa m p I e ip tep adjust-mss 1360
tunnel source GigabltEtherneto/1

tunnel mode gre multlipoint

configuration | =i

Ril-spoke (Bingle Command NHRP Configuration)

for R11 (hub), |ue-

1p address 192.168.100.31 255.255.255.0
mtu 1400

R31 (spoke), e

ip nhrp nhe 192.168.100.11 nbma 172.16.11.1 multicast

a nd R4 1 ip tep adjust-mss 1360
tunnel source GlgabltEtherneto/1

tunnel destinatlion 172.16.11.1

S p O ke . tunnel key 100

R4l-gpoke (Multl-Command WHRP Configuration)
interface Tunnelloo

bandwidth 4000

1p address 192.168,100.41 255.255,2585.0

ip mtu 1400

ip nhrp map 192.168.100.11 172.16.11.1
ip nhrp map multicast 172.16.11.1

ip nhrp network-1d 100

ip nhrp nhe 192.168.100.11

ip tep adjust-mss 1360

tunnel source GigabltEthernato/1
tunnel destination 172.16.11.1

tunnel key 100




DMVPN Configuration

Viewing DMVPN Tunnel Status

* The show dmvpn [detail] command provides the tunnel
interface, tunnel role, tunnel state, and tunnel peers with
uptime. When the DMVPN tunnel interface is
administratively shut down, there are no entries associated
with that tunnel interface. These are the tunnel states, in
order of establishment:

* INTF — The line protocol of the DMVPN tunnel is down.

- IKE — DMVPN tunnels configured with IPsec have not yet
successfully established an Internet Key Exchange (IKE) session.

* IPsec - An IKE session has been established, but an IPsec security
association (SA) has not yet been established.

 NHRP - The DMVPN spoke router has not yet successfully
registered.

« Up - The DMVPN spoke router has registered with the DMVPN hub
and received an ACK (positive registration reply) from the hub.



DMVPN Configuration

u u
Viewing DMVPN Tunnel Status (Cont.)
Example 19-8 Viewing the DMVPN Tunnel Starus for Phase 1 DMVPN
. Exam Ie 1 9-8 Legend: atbrb --» 5 - statle, D - Dynamle, 1 Incomplete
1 N - MATed, L - Local, X - No Socket
prOVI eS Tl - Route ln!:t..':llnd, T2 - Nexthop-override
¢ - CT8 Capable
O utp ut Of th e I Ent » Numbor of NHRP entrios with same NEMA poor
NHS staktus: E » Expecting Replles, R » Responding, W = Walting
show dmvpn

detail
command.

R11-Hubf show dmvpn detall

upbin Tima » Up or Down Time for a Tunnel

Interface Tunnellod 1s up/up, Addr. ls 192.168.100.11, VRF "V
Tunnel Src./Dest. addr: 172,16.11.1/MORE, Tunnel VRF **

The detail
keyword
rovides the
ocal tunnel
and NBMA IP
addresses,
tunnel health
monitoring,
and VRF
contexts.

protocol /Transport !
Interface state Conta
nhrp event-publisher

Type:Hub, Total NBMA Ped

# Ent Peer NEMA Addr P

1 172.16.31.1 1
1 172.16.41.1 1

R3l-8pokell show dmvpn o
| output omitted for br

Interface Tunnelloo ls
Tunnel Sre./Dest. add
Protocol /Transport: ™
Interface State Contm

nhrp event-publisher

IPV4 NHS:
192.168.100.11 RE NEMA Address: 172.16.11.1 priority « 0 cluster - o
Type:Spoke, Tobal NEMA Peers (vd/ve): 1

# Ent Peer NEMA Addr Peer Tunnel Add State UpDn Tm Attrb Target Ne

1 172.16.11.1 192.168.100.11 UP 00:00:28 5 1%2.168.100

R41-Spokeff show dmvpn detaill
| cutput cmitted for brewvity

Interface Tumnelloo is up/up, Addr. is 1%2.168.100.41, VREF *"
Tunnel src./Dest. addr: 172.16.41.1/172.16.11.1, Tunnel VRF "~
Protocol /Transport: "GRE/IP", Protect "¢
Interface state Control: Disabled
nhrp event-publisher : Disabled

IPV4 NHS:
192.168.100.11 RE NEMA Address: 172.16.11.1 priority = 0 cluster = 0
Type:Spoke, Total MEMA Peers (v4/ve): 1

# Ent Peer NBEMA Addr Peer Tunnel Add State UpDn Tm Attrb Target Network

1 172.16.11.1 192.168.100.11 UP 00:02:00 5 192.168.100.11/32




DMVPN Configuration

Viewing the NHRP Cache

= Every router maintains a cache of requests that it receives or is processing.
TRe [II-OIRPﬂcache contains the following fields displayed using the show ip
nhrp [brief] :

« Network entry for hosts or for a network/xx and the tunnel IP address to
NBMA IP address.

- The interface number, duration of existence, and expiration
(hours:minutes:seconds).

 The NHRP mappin? entry type. Table 19-6 provides a list of NHRP
mapping entries in the local cache.

static An entry created statically on a DMVPN interface.

dynamic An entry created dynamically. DMVPN Phase 1: an entry created from a spoke that registered with an NHS with
an NHRP registration request.

incomplete A temporary entry placed locally while an NHRP resolution request processes. Incomplete entries prevent
repetitive NHRP requests for the same entry, avoiding unnecessary consumption of router resources.

local Displays local mapping info. Represents a local network that was advertised for an NHRP resolution reply.

(no-socket) Mapping entries that do not have associated IPsec sockets and where encryption is not triggered.

NBMA Nonbroadcast multi-access address, or the transport IP address where the entry was received.

address



DMVPN Configuration

Viewing the NHRP Cache (Cont.)

= NHRP message flags specify attributes of an NHRP cache
entry or of the peer for which the entry was created. Table
19-7 provides a list of the NHRP message flags and their
meanings.

Used
Implicit

Unique

Router

Rib
Nho

Nhop

Indication that this NHRP mapping entry was used to forward data packets within the past 60 seconds.
Indicates that the NHRP mapping entry was learned implicitly.

Indicates that this NHRP mapping entry must be unique and that it cannot be overwritten with a mapping
entry that has the same tunnel IP address but a different NBMA address.

Indicates that this NHRP mapping entry is from a remote router that provides access to a network or host that
is located behind the remote router.

Indicates that this NHRP mapping entry has a corresponding routing entry in the routing table.

Indicates that this NHRP mapping entry has a corresponding path that overrides the next hop for a remote
network, as installed by another routing protocol.

Indicates an NHRP mapping entry for a remote next-hop address and its associated NBMA address.



DMVPN Configuration

Viewing the NHRP Cache (Cont.)

Example 19-9 [Local NHRP Cache for DMVPN Phase 1

u Example 1 9-9 R11-Hub# show ip nhrp
r] 'tr1 192.168.100.31/32 via 192.168.100.31
S OWS e Tummellod created 23:04:04, expire 01:37:26
Iocal N H RP Type: dynamic, Flags: unlgue reglstered used nhop
Cache for the NEMA address: 172.16.31.1

192.168.100.41/32 via 192.168.100.41

Various routers Tunnelloo created 23:04:00, expire 01:37:42

Type: dynamic, Flags: unigue registered used nhop

In the sample M0 ahrees: 172.36,41.1
tOpOIOQy. R11-spokef show 1ip nhrp

192.168.100.11/32 via 192.168.100.11

n The tralceroute TT}u;j?I::thZ?a:j:gi?mz:Ea, never expire
Shown In WEMA address: 172.16.11.1
Example 19-12 e et s00
Verlfles that Tunnellod created 23:02:53, never expire
@: gtatic, Flags:
R31 Ca?t :::A address: 1'}2?1{;.11.1
connect 1o
R41 but Example 19-12 Phase 1 DMVPN Traceroute from R31 1o R41
b
network trafﬂC R31-Spokefl traceroute 10.4.4.1 source 10.3.3.1
must Stl“ paSS Tracing the route to 10.4.4.1

1 192.168.100.11 O msac O msec 1 msec
through R11.

2 192.168.100.41 1 msec * 1 msSec




DMVPN Configuration

DMVPN Configuration for Phase 3 DMVPN (Multipoint)

= The Phase 3 DMVPN configuration for the hub router adds the ip nhrp redirect

interface parameter command on the hub router. This command checks the flow of
packets on the tunnel interface and sends a redirect message to the source spoke
router when it detects packets hairpinning out of the DMVPN cloud.

= Hairpinning means that traffic is received and sent out an interface in the same

cloud (identified by the NHRP network ID).

= The steps for configuring a DMVPN Phase 3 spoke router are as follows:

1)
2)
3)
4)

5)

6)

7)

Step 1. Create the tunnel interface by using the interface tunnel tunnel-number
global configuration command.

St%p 2. Identify the local source of the tunnel by using the tunnel source {ip-
address | interface-id} interface parameter command.

Step 3. Configure the DMVPN tunnel as a GRE multipoint tunnel by using the
tunnel mode gre multipoint interface parameter command.

Step 4. Allocate an IP address for the DMVPN network (tunnel) by using the ip
address ip-address subnet-mask command.

Step 5. Enable NHRP and uniquely identify the DMVPN tunnel for the virtual
interfacedby using the ip nhrp network-id 7-4294967295 interface parameter
command.

Step 6. Optionally configure the tunnel key by using the tunnel key 0-
429819672%5 c:omymand.g Yoy J y

Step 7. Enable the NHRP shortcut function by using the ip nhrp shortcut
command.
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DMVPN Configuration for Phase 3 DMVPN (Multipoint) (Cont.)

= The steps for configuring a DMVPN Phase 3 spoke router
are as follows:

8) Step 8. Specify the address of one or more NHRP NHSs
by using the ip nhrp nhs nhs-address nbma nbma-
address [multicast] command.

9) Step 9. Optionally define the IP MTU for the tunnel

interface by using the ip mtu mtu interface parameter
command.

10)Step 10. Optionally define the TCP MSS feature, which
ensures that the router will edit the payload of a TCP
three-way handshake if the MSS exceeds the configured
value. The command is ip tcp adjust-mss mss-size.
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DMVPN Configuration for Phase 3 DMVPN (Multipoint)

(C 0 n t . ) Example 19-13 DMVPN Phase 3 Configuration for Spokes

R11-Hub

= I I 1 interface Tunnelioo
Xal I Ip e - bandwldih 4000
1p address 192.168.100.11 255,255,255,0

13 provides a | wm e

ip nhrp map multicast dynamlc
nhrp network-1d 100

sample E—

ip tep adjust-mss 1360

L} L]
CO nflg u ratlon tunnel source GigabitEtherneto/1
tunnel mode gre multipoint
for R11 (hub L
] tunne ey 100 interface Tunnelioo

bandwidth 4000

R21 (spoke), T aeene won 165 100,52 255 255 255

ip mtu 1400

ip nhrp network-id 100
a nd R3 1 ip nhrp nhs 192.168.100.11 nbma 172.16.11.1 multicast

ip nhrp shortcut
ip tep adjust-mss 1360

(S p O ke ) tunnel source GlgabitEtherneto/1

tunnel mode gre multipoint

configured oo oy 20

R4l-spoke

1 I ’ interface Tunnellod
WI t h h a S e 3 bandwidth 4000

ip address 192.168.100.41 255.255.255.0

ip mtu 1400
D MVP N ip nhrp network-id 100
L}

ip nhrp nhs 1%2.168.100.12 nbma 172.16.11.1 multicast
ip nhrp shortcut
ip tep adjust-mss 1360

tunnal source GigabitEtherneto/1
tunnal mode gre multipoint
tunnel key 100
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IP NHRP Authentication and Unique IP NHRP Registration

= NHRP authentication is weak because the password is
stored in plaintext!

= Enable NHRP authentication by using the ip nhrp
authentication password interface parameter command.

=\When an NHC registers with an NHS, it provides the
protocol address and the NBMA address. The NHS
maintains a local cache of these settings. This capability is
indicated by the NHRP message flag unique on the NHS,

as shown in Example 19-14.
Example 19-14 Unique NHRP Registrarion

R11-Hub# show 1p nhrp 192.168.100,31

192 ,168.100,31/32 via 192.168.100.31
Tunnelloo created 00:11:24, explre 0Ll:48:35
Type: dynamic, Flags: unigque reglstered used nhop
NEMA address: 172.16.31.1
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Spoke-to-spoke communication

 This section focuses on the underlying mechanisms used
to establish spoke-to-spoke communication.

* In DMVPN Phase 1, the spoke devices rely on the
configured tunnel destination to identify where to send the
encapsulated packets.

* Phase 3 DMVPN uses mGRE tunnels and thereby relies
on NHRP redirect and resolution request messages to
identify the NBMA addresses for any destination networks.



Spoke-to-Spoke Communication
Spoke-to-Spoke Communication

= Packets flow through the hub in a traditional hub-and-spoke
manner until the spoke-to-spoke tunnel has been established in
both directions. As packets flow across the hub, the hub engages
NHRP redirection to begin finding a more optimal path with
spoke-to-spoke tunnels.

* |In Example 19-16, R31 initiates a traceroute to R41. Notice that
the first packet travels across R11 (hub), but by the time a
second stream of packets is sent, the spoke-to-spoke tunnel has
been initialized so that traffic flows directly between R31 and R41
on the transport and overlay networks.

Example 19-16 Initiarion of Traffic Between Spoke Routers

! Imitial Packet Flow

R31-Spokeff traceroute 10.4.4.1 source 10.3.3.1

Tracing the route to 10.4.4.1
1 192.168.100.11 5 msaec 1 msac 0 msac =- This is the Hub Router (R11-Hub)
2 192.168.100.41 5 msec * 1 msec

I Packetbflow after Spoke-to-Spoke Tunnel is Established
R3l-Spokeff traceroute 10.4.4.1 source 10.3.3.1
Tracing the route to 10.4.4.1

1 1%2.168.100.41 1 msec * 0 msac




Spoke-to-Spoke Communication Site 3 Site 1 Site 4
- (Spoke) (Hub) (Spoke)
Forming Spoke-to-Spoke ™' e i !
m Sre: 10.3.3.1 Dst: 10.4.4.1 @ %
Tunnels - - -
. . @ NHRP Radiract: Dll'](:a Ariy st
= This section S & @ ————
explains in
detail how a K= et = =
| ) G <o =
S po ke_to_s po ke Src: 10.4.4.1 Dst: 10.3.3.1
DMVPN tunnel o e
IS formed . e__- — e Packel Src 10.4.4.1 Packel Dst 10,231 %

= Figure 19-5 T A
iIIL?strates the >
packet flow
among all three
devices—R11,
R31, and R41—
to establish a ® I
bidirectional T i
spoke-to-spoke
DMVPN tunnel.

HHAP Rasclulion Haquest:
S NBMA: 17216411 Sre Prol: 182.168,100.41

ﬁbl 8l: 192.188,100.31

G

NHRP Resolution Roply:
Sec NBMA; 172.18,31.1 See Tun: 102, 168.100,31 Dst: 172, 18.41.1
Clinnt NBMA: 172, 18.41.1 Cliant Prol: 192, 168,100.41

/\(8

G
(

@ NHRP Rasolution Raply:
@ Sre NBMA: 172.16.41.1 Src Tun: 162,168.100 41 Dst: 162,166.100.31 @
Cliont NBMA: 172,168,311 Client Prot; 162.168,100.31
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Forming Spoke-to-Spoke Tunnels (Cont.)

*Example 19-17 shows
the status of DMVPN
tunnels on R31 and
R41, where there are
two new spoke-to-spoke
tunnels (highlighted).

= The DLX entries
represent the local (no-
socket) routes. The
original tunnel to R11
remains a static tunnel.

Example 19-17  Derailed NHRP Mapping with Spoke-ro-Hub Traffic

Ril-Spokell show dmvpn detall
Legend: Attrb > 8 Statle, D Dynamiec, I Incomplete
N - NATed, L - Local, X - No Socket
Tl - Route Installed, T2 - Nexthop-override
[ CTs Capable
# Ent = Number ol NHEP entries with same NBMA poar
NHS Status: E » Bxpecting Repllies, R = Responding, W = Walbing
upbm Tima = Up or Down Time for a Tunnal

Interface Tunnelloo ls up/up, Addr. 1s 192.168.100.31, VRF """

wl Sro. /Dest, addr: 172.16.31.1/MORE, Tunnal VRF ""
Protocol /Transport: *multl-GRE/SIP*, Protect ="
Interface State Control: Disabled

nhrp avent-publisher : Disabled
IPv4 NHS:
192,168,100,11 RE NBMA Address: 172.16,11.1 priority - 0 cluster - 0

Typa:Spoke, Total NBMA Peers (va/ve): 3

# Ent  Poor NEMA Addr Peer Tunnel Add state  UpDn Tm Attrb Targat Nebwork

1 172.16.31.1 192.168.100.31 UP 00:00:10 DLX 10.3.3.0/24

2 172.16.41.1 192,168,100.41 UP 00:00:10 DT2 10.4.4.0/24
172.16.41.1 192.168.100.41 UP 00:00:10 0Tl 192.168.100.41/32

1 172.16.11.1 192.168.100.11 UP 00:00:51 8 192.168.100.11/32

R41l-8pokel show dmvpn detall

| output omitted for brevity

IPv4 NHS:

192.168.100.11 RE NBMA Address: 172.16.11.1 priority « 0 cluster « 0

Type:Spoke, Total NBMA Peers (v4/ve): 3

# Ent Peer NBEMA Addr Peer Tunnel Add state UpDn Tm Atbrb Target Network
2 172.16.31.1
172.16.31.1
1172.16.41.1
1172.16.11.1

152.168.100.31 TP 00:00:34 nT2 10.3.3.0/24
192.168.100.31 UP 00:00:34  DT1 192.168.100.31/32
192.168.100.41 Up 00:00:34  DLX 10.4.4.0/24

192.168.100.11 up 00:01:15 5 192.168.100.11/32
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Forming Spoke-to-Spoke Tunnels (Cont.)

Example 19-18 NHRP Mapping with Spoke-ro-Hub Traffic

=Example 19-

18 shows the
RP cache

NH
for R31 and
R41.

= Notice the
NHRP
mappings:
router, rib,
nho, and
nhop.

R21-Spokeff show ip nhrp detail
10.3.3.0/24 via 192.168.100.31

Tunnelloo created 00:01:44, expire 01:58:16
dynamic, Flags:

Type: router unigue local

NEMA address: 172.16.31.1
Praference: 255
{no-socket)
Requester: 1%2.168.100.41 Request ID: 3
10.4.4.0/24 via 192.168.100.41
Tunnel100 created 00:01:44, expire 01:58:15
Type: router rib nho
NEMA address: 172.16.41.1
pPreference: 255
192.168.100.11/32 via 192.168.100.11
Tunnell0d created 10:432:18, never expire
Type:
NEMA address: 172.16.11.1

dynamic, Flags:

static, Flags: used
Preference: 255

192.168.100.41/32 via 192.168.100.41
Tunnellod coreated 00:01:45, expire 01:58:15
Type:
NEMA address: 172.16.41.1

dynamic, Flags: router used nhop rib

Preference: 255

R4l-Spockef# show 1p nhrp
10.3.3.0/24 via 192.168
Tunnellod created 00

Type: dynamic, Flags:

NEMA address: 172.16.

Praferance: 255

1

=1

.4.4,0/24 vlia 192,168
Tunnelldd created 00

Type: dynamlc, Flags:

NBMA address: 172,16
Preferance: 255

{no-socket)

detail

.100.31

+02:04, eXplre 01:57:55
router rib nho

il.1

L100,41
:02:04, explre 01:57:55
router unique local

.41.1

Requester: 192.168.100.31 Request ID: 3

192,168.100,11/32 via 1
Tunnel100 created 10
Type: statlc, Flags:
NBMA address: 172.16
Preference: 255

192.168.100.31/32 via 1
Tunnel100 created 00
Type: dynamlc, Flags

NEMA address: 172.16

92.168.100.11
:43:42, navaer explre
used

1101

92.168.100.31
;02:04, explra 01:57:55
; router used nhop rib

.31.1 Preference: 255
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NHRP Routing Table Manipulation

= NHRP interacts with the
routing/forwarding tables and
installs or modifies routes in the
routing table.

= [n the event that an entry exists
with an exact match for the
network and prefix length, NHRP
overrides the existing next hop
with a shortcut.

* The original protocol is still
responsible for the prefix, but
overwritten next-hop addresses
are indicated in the routing table
by the percent sign (%).

= Example 19-19 provides the
routing tables for R31 and R41.

Example 19-19 NHRP Rouring Table Manipulation

R3il-Spoked show 1p route

I output omitted for brevity

Codes: L local, © connected, 5 stable, R RIF, M moblle, B BGP
D - EIGRP, EX - EIGRP external, © - OSPF, 1A - OSPF lnter area

o - ODR, P - periodic downloaded static route, H - NHRP, 1 - LISP
+ - replicated route, % - next hop override, p - overrides from PR

gateway of last resort is 172.16.31.2 to network 0.0.0.0

g% 0.0.0.0/0 [1/0] wia 172.16.31.2
10.0.0.0/8 15 variably subnetted, 4 subnets, 2 masks

1] 10.1.1.0/24 [90/26885120] via 192.168.100.11, 10:44:45, Tunnelloo
10.3.3.0/24 is directly connected, GigabitEtherneto/2
D% 10.4.4.0/24 [90/52932000] via 192.168.100.11, 10:44:45, Tunnelloo
172.16.0.0/16 is variably subnetted, 2 subnets, 2 masks
3] 172.16.21.0/30 is directly connected, GlgabitBEtherneto/1

192.168.100.0/24 is variably subnetted, 3 subnets, 2 masks
L] 192.168.100.0/24 is directly ceonnected, Tunnelloo
H 192.168.100.41/32 is directly connected, 00:03:21, Tunnelloo

R41-sSpokel show 1p route
| output omitted for brevity
Gateway of last resort is 172.16.41.2 to network 0.0.0.0

8w 0.0.0.0/0 [1/0] wia 172.16.41.2
10.0.0.0/8 18 variably subnetted, 4 subnets, 2 masks

D 10.1.1.0/24 [90/26885120] via 192.168.100.11, 10:44:34, Tunnell00

D% 10.3.3.0/24 [90/52992000] via 192.168.100.11, 10:44:34, Tunnelloo

c 10.4.4.0/24 is directly connected, GigabitEtherneto/2
172.16.0.0/16 is variably subnetted, 2 subnets, 2 masks

e 172.16.41.0/24 is directly connected, cigabitBtherneto/1
192.168.100.0/24 is variably subnetted, 3 subnets, 2 masks

L] 192.168.100.0/24 is directly connected, Tunnelloo

H 192.168.100.31/32 is directly connected, 00:03:10, Tunnelloo
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NHRP Routing Table Manipulation (Cont.)

Example 19-20 Next-Hop Override Routing Table

|
The Co_mmand R31-Spokeff show 1p route next-hop-override
Show Ip route I output omitted for brevity
H Codes: L - local, ¢ - connected, 5 - statle, R - RIP, M - mobile, B - BGP
neXt-hop-overrlde D - EIGRP, EX - EIGRP external, O - OSPF, IA - OS5PF inter area

displayls the routing + - replicated route, % - next hop override
table Wlth the 10.0.0.0/8 18 variably subnetted, 4 subnets, 2 masks

eXpIiCit NHRP D 10.1.1.0/24 [90/26885120] via 192.168.100.11, 10:46:38, Tunnel1oo
h t t th t C 10,2,3.0/24 18 directly connected, GlgabltEtherneto/2

S Or Cu S a Were D% 10.4.4.0/24 [90/52992000] via 192.168.100.11, 10:46:38, Tunnelloo

added [NHO] [90/255] via 192.168.100.41, 00:05:14, Tunnelloo

172.16.0.0/16 18 varlably subnetted, 2 subnets, 2 masks

m E pl 1 9_20 o 172,16.31.0/30 18 directly connected, GigabltEtherneto/1

Xam e 192.168.100.0/24 1s wvarlably subnetted, 3 subnets, 2 masks
ShOWS the c 192.168,100.0/24 1g directly connected, Tunnelloo
Command’s Output H 192.168.100.41/32 18 directly connected, 00:05:14, Tunnelloo
for the Sample R4l-Spokell show 1p route next-hop-override

tOpOlogy ! output omitted for brevity

Gateway of last resort 1s 172.16.41.2 to network 0.0.0.0

= Notice that the
NHRP h t t . g 0.0.0.0/0 [1/0] via 172,16.41.2
. . S Or Cu IS 10.0.0.0/8 18 variably subnetted, 4 subnets, 2 masks
Indlcated by the D 10.1.1.0/24 [50/26885120] vlia 192.168.100.11, 10:45:44, Tunnelloo
NHO marking and D& 10.3.3.0/24 [90/52992000] via 192.168.100.11, 10:45:44, Tunnelloo

[NHO] [90/255] via 192.168.100.31, 00:04:20, Tunnelloo

Shown underneath c 10.4.4.0/24 18 directly connected, GlgabltEtherneto/2

the Orlglnal entry 172.16.0.0/16 18 varlably subnetted, 2 subnets, 2 masks

Wlth the CorreCt (a4 172.16.41.0/24 18 directly connected, GlgabltEtherneto/1

192.168,100.0/24 is varlably subnetted, 3 subnets, 2 masks
next-hop IP .

192.168.100,0/24 18 direcrly connected, Tunnelloo
addreSS. H 192.1668.100,31/32 la directly connected, 00:04:20, Tunnalloo
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NHRP Routing Table Manipulation with Summarization

= Summarizing routes on WAN links
provides stability bK hiding network
conver?ence and thereby adding

scalability. Example 19-21 RI11I’s Summarization Configuration
= This section demonstrates NHRP’s R11-Hub

interaction on the routing table when router eigrp OVERLAY

the exact route doeS not exist there_ address-family ipv4 unicast autonomous-system 100

af-interface Tunnell0O

= R11’s EIGRP configuration now
advertises the 10.0.0.0/8 summary
prefix out tunnel 100.

summary-address 10.0.0.0 255.0.0.0
hello-interval 20

hold-time &0

= The spoke routers use the summary no split-horizon
route for forwarding traffic until the exit-af-interface
NHRP establishes the spoke-to- 1
spoke tunnel. topology base

exit-af-topology

= The more explicit entries from NHRP
are installed into the routing table
after the spoke-to-spoke tunnels
have been initialized.

= Example 19-21 shows the change to
R11’s EIGRP configuration for
summarizing the 10.0.0.0/8 networks
out the tunnel 100 interface.

network 10.0.0.0
network 192.168.100.0

exit-address-family
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NHRP Routing Table Manipulation with Summarization

( C o n t . ) Example 19-22 Routing Table with Summarization

R11-Hubf# show ip route

! Output omitted for brevity

. YOu Can Clear the N H RP Gateway of last resort is 172.16.11.2 to network 0.0.0.0
S* 0.0.0.0/0 [1/0] wvia 172.16.11.2

cache on all routers by SN s

. D 10.0.0.0/8 is a summary, 00:28:44, Nullo0
u SI n th e CO m m a n d c I ea r c 10.1.1.0/24 is directly connected, GigabitEthernet0/2
g D 10.3.3.0/24 [90/27392000] wvia 192.168.100.31, 11:18:13, Tunnel100
D 10.4.4

- . .0/24 [90/27392000] via 192.168.100.41, 11:18:13, Tunnell00
Ip n rp, W IC rel I IOVeS 172.16.0.0/16 is variably subnetted, 2 subnets, 2 masks

. C 172.16.11.0/30 is directly connected, GigabitEthernet0/1
a n N H RP e ntrl eS 192.168.100.0/24 is variably subnetted, 2 subnets, 2 masks
- c 192.168.100.0/24 is directly connected, Tunnell00

R31-Spoke# show ip route

=Example 19-22 shows e A
the routing tables for ot 00000 o) v 1721692

10.0.0.0/8 is variably subnetted, 3 subnets, 3 masks
R1 1 R31 d R41 D 10.0.0.0/8 [90/26885120] via 192.168.100.11, 00:29:28, Tunnell00
) b) an [] C 10.3.3.0/24 is directly connected, GigabitEthernet0/2
u 172.16.0.0/16 is variably subnetted, 2 subnets, 2 masks
N Otlce th at On Iy the C 172.16.31.0/30 is directly connected, GigabitEthernet0/1
192.168.100.0/24 is variably subnetted, 2 subnets, 2 masks

C 192.168.100.0/24 is directly connected, TunnellO0
10.0.0.0/8 summary

R41-Spokef#f show ip route

route provides initial it v s 000
connectivity among all SRR

10.0.0.0/8 is variably subnetted, 3 subnets, 3 masks
th ree rO| lte rS D 10.0.0.0/8 [90/26885120] via 192.168.100.11, 00:29:54, Tunnell00
L] c 10.4.4.0/24 is directly connected, GigabitEthernet0/2

172.16.0.0/16 is variably subnetted, 2 subnets, 2 masks

C 172.16.41.0/24 is directly connected, GigabitEthernet0/1
192.168.100.0/24 is variably subnetted, 2 subnets, 2 masks
C 192.168.100.0/24 is directly connected, Tunnell00
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NHRP Routing Table Manipulation with Summarization (Cont.)

= Traffic was re-initiated from 10.3.3.1 to 10.4.4.1 to initialize the spoke-
to-spoke tunnels.

= R11 still sends the NHRP redirect for hairpinned traffic, and the pattern
would complete as shown earlier exce?tt at NHRP would install a
ch())rg gpoe/czzil‘li)c route into the routing table on R31 (10.4.4.0/24) and R41

= The NHRP iné'ected route is indicated by the H entry, as shown in
Example 19-23.

Example 19-23 Routing Table with Summarization and Spoke-to-Spoke Traffic

o*

D

H

c

c
H

R31-Spokeif show ip route
! Output omitted for brevity
Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP

Gateway of last resort is 172.16.31.2 to network 0.0.0.0

Gateway of last resort is 172.16.41.2 to network 0.0.0.0
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area

© - ODR, P - periodic downloaded static route, H - NHRP, 1 - LISP i
g* 0.0.0.0/0 [1/0] via 172.16.41.2

10.0.0.0/8 is variably subnetted, 4 subnets, 3 masks
D 10.0.0.0/8 [90/26885120] via 192.168.100.11, 00:31:24, Tunnell00
10.3.3.0/24 [250/255] via 192.168.100.31, 00:00:40, Tunnell00
0.0.0.0/0 [1/0] via 172.16.31.2 . . ) )
C 10.4.4.0/24 is directly connected, GigabitEthernet0/2
10.0.0.0/8 is variably subnetted, 4 subnets, 3 masks

172.16.0.0/16 is variably subnetted, 2 subnets, 2 masks
10.0.0.0/8 [90/26885120] wvia 192.168.100.11, 00:31:06, Tunnell0O

C 172.16.41.0/24 is directly connected, GigabitEthernet0/1
10.3.3.0/24 is directly connected, GigabitEthernet0/2

10.4.4.0/24 [250/255] via 192.168.100.41, 00:00:22, Tunnell00
172.16.0.0/16 is variably subnetted, 2 subnets, 2 masks

192.168.100.0/24 is variably subnetted, 3 subnets, 2 masks
192.168.100.0/24 is directly connected, Tunnell00

192.168.100.31/32 is directly connected, 00:00:40, Tunnell00
172.16.31.0/30 is directly connected, GigabitEthernet0/1

192.168.100.0/24 is variably subnetted, 3 subnets, 2 masks
192.168.100.0/24 is directly connected, Tunnell00
192.168.100.41/32 is directly connected, 00:00:22, Tunnell00

R41-Spoke# show ip route
I Output omitted for brevity
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NHRP Routing Table Manipulation with Summarization (Cont.)

= Example 19-24 shows the DMVPN tunnels after R31 and R41
rlw?ame Initialized the spoke-to-spoke tunnel with summarization on

= Notice that both of the new spoke-to-spoke tunnel entries are
DT1 because they are new routes in the RIB.

= If the routes had been more explicit (as shown in Example 19-
19), NHRP would have overridden the next-hop address and
used a DT2 entry.

Example 19-24 Detailed DMVPN Tunnel Output

R31-Spoke# show dmvpn detail R41-Spoke# show dmvpn detail
! Output omitted for brevity 1 Grigens il e BEorla
Legend: Attrb --» S - Static, D - Dynamic, I - Incomplete
IPv4 NHS:
N - NATed, L - Local, X - No Socket
T1 - Route Installed, T2 - Nexthop-override 192.168.100.11 RE NBMA Address: 172.16.11.1 priority = 0 cluster = 0
C - CTS Capable Type:Spoke, Total NBMA Peers (v4d/v6): 3
# Ent --> Number of NHRP entries with same NBMA peer
NHS Status: E --» Expecting Replies, R --> Responding, W --> Waiting
UpDn Time --> Up or Down Time for a Tunnel # Ent Peer NBMA Addr Peer Tunnel Add State UpDn Tm Attrb Target Network
TPva NHS: 2 172.16.31.1 192.168.100.31  UP 00:01:56  DT1 10.3.3.0/24
192.168.100.11 RE NBMA Address: 172.16.11.1 priority = 0 cluster = 0 172.16.31.1 192.168.100.31 UP 00:01:56 DTL 192.168.100 31/,32
Type:Spoke, Total NBMA Peers (v4/v6): 3 T ’ ’ ! T . . .
1 172.16.41.1 192.168.100.41 UP 00:01:56 DLX 10.4.4.0/24
# Ent Peer NBMA Addr Peer Tunnel Add State UpDn Tm Attrb Target Network 1172.16.11.1 192.168.100.11 UP 11:22:09 s 192.168.100.11/32
1172.16.31.1 192.168.100.31 UP 00:01:17 DLX 10.3.3.0/24
2 172.16.41.1 192.168.100.41 UP 00:01:17 DT1 10.4.4.0/24
172.16.41.1 192.168.100.41 UP 00:01:17 DT1 192.168.100.41/32
1172.16.11.1 192.168.100.11 UP 11:21:33 S 192.168.100.11/32




Problems with Overlay Networks

« Two problems are frequently found with tunnel or overlay networks: recursive routing
and outbound interface selection.
* The following sections explain these problems and describe solutions to them.



Problems with Overlay Networks

Recursive Routing Problems

= |f a router tries to reach the
remote router’s encalgsulatlng
interface (transport IP address)
through the tunnel (overlay
network), problems will occur.

= This is a common issue when a
transport network is advertised
into the same routing protocol
that runs on the overlay network.

= Figure 19-6 demonstrates a
simple GRE tunnel between R11
and R31. R11, R31, and the SP
routers are runnlng OSPF on the

100.64.0.0/16 transport networks.

R11 and R31 are running EIGRP
on the 10.0.0.0/8 LAN and

192.168.100.0/24 tunnel network.

= Example 19-25 shows R11’s
routing table, with everything
working properly

EIGRP (Tunnel and LAN)

GRE Tunnel: 192.168.100.0/24

A

100.64.11.0/30 G 100.64.31.0/30 %10.3.&0.‘24 )
WK Gio/1 w2 Gio/

C OSPF (Transport) D)
Figure 19-6 Typical LAN Network

10.1.1.0/24

Example 19-25 R11 Routing Table with GRE Tunnel

R11# show ip route
! Output omitted for brevity
10.0.0.0/8 is variably subnetted, 3 subnets, 2 masks
10.1.1.0/24 is
10.3.3.0/24 [90/25610240] via 192.168.100.31, 00:02:35, Tunnel0

directly connected, GigabitEthernet0/2

100.0.0.0/8 is variably subnetted, 3 subnets, 2 masks

[+ T35°Te8 T00 0\S¢ TB® JIR6GFTA cowuecreq' LAUNEIT00
T33°T7e8°T00°0\S¥ TB AYRTYPTA 8APUGLLEq' 5 Brpuera' 3 woaks
T00°e¥°37°0\3¢ [TTO\S] ATY T00 €4 TT"3' 00:03:17" GIAYPTIFEFPERUELQ\T

T00 @4 IT 0\S¢ Te arrecrTA convecreq' QIAYPIFREFNERUGEON\T



Problems with Overlay Networks

Recursive Routing Problems (Cont.)

= An administrator has accidentall
added the 100.64.0.0/16 networ
interfaces to EIGRP on R11 and
R31. The SP router is not running
EIGRP, so an adjacency does not
form, but R11 and R31 add the
transport network to EIGRP, which
has a lower AD than OSPF. The
routers then try to use the tunnel to
reach the tunnel endpoint address,
which is not possible. This scenario
is known as recursive routing.

= The router detects recursive routing
and provides an appropriate syslo
r2n6essage, as shown in Example 19-

= The tunnel is brought down, which
terminates the EIGRP neighbors,
and then R11 and R31 find each
other again by using OSPF.

= The tunnel is reestablished, EIGRP
forms a relationship, and the
problem repeats over and over
again.

= Only point-to-point GRE tunnels
provide the syslog message
‘temporarily disabled due to
recursive routing.” Both DMVPN and
GRE tunnels use the message
“looped chained attempting to stack.”

Example 19-26 Recursive Routing Syslog Messages on R11 for GRE Tunnels

00:49:52: %DUAL-5-NERCHANGE: EIGRP-IPv4 100: Neighbor 192.168.100.31 (Tunnell0O0
is up: new adjacency

00:49:52: %$ADJ-5-PARENT: Midchain parent maintenance for IP midchain out of

Tunnell00 - looped chain attempting to stack

00:49:57: $TUN-5-RECURDOWN: Tunnell(0 temporarily disabled due recursive routing

00:49:57: $LINEPROTO-5-UPDOWN: Line protocol on Interface Tunnell00, changed

state to down

00:49:57: %DUAL-5-NBRCHANGE: ETIGRP-TIPv4 100: Neighbor 192.168.30.3 (Tunnell00) is

down: interface down

00:50:12: %$LINEPROTO-5-UPDOWN: Line protocol on Interface Tunnell00, changed

state to up

00:50:15: %DUAL-5-NBRCHANGE: EIGRP-IPv4 100: Neighbor 192.168.100.31 (Tunnell00)

is up: new adjacency




Problems with Overlay Networks
Outbound Interface Selection

= In certain scenarios, it is difficult for a router to properly identify
the outbound interface for encapsulating packets for a tunnel.

= Typically a branch site uses multiple transports (one DMVPN
tunnel per transport) for network resiliency.

= Imagine that R31 is connected to two different Internet service
ﬁrowders that receive their IP addresses from DHCP. R31 would
ave only two default routes for providing connectivity to the
transport networks, as shown in Example 19-27.

Example 19-27 Two Default Routes and Path Selection

R31-Spcke# show ip route
| Qutput omitted for brevity

Gateway of last resort is 172.16.31.2 to network 0.0.0.0

S* 0.0.0.0/0 [254/0] wvia 172.16.31.2

[254/0] wvia 100.64.31.2
C 100.64.31.0/30 is directly connected, GigabitEthernet0/2
C 172.16.31.0/30 is directly connected, GigabitEthernet0/1




Problems with Overlay Networks
Front Door Virtual Routing and Forwarding

= Virtual routing and forwarding (VRF) contexts create unique
logical routers on a physical router so that router interfaces,
routing tables, and forwarding tables are completely
isolated from other VRF instances.

= The routing table of one transport network is isolated from the
routing table of the other transport network and that the routing
table of the LAN interfaces is separate from those of all the
transport networks.

= DMVPN tunnels are VRF aware in the sense that the tunnel source
or destination can be associated to a different VRF instance from
the DMVPN tunnel itself.

= Using an FVRF instance for every DMVPN tunnel prevents route
recursion because the transport and overlay networks remain in
separate routing tables.

= VRF instances are locally significant, but the configuration/naming
should be consistent to simplify the operational aspects.



Problems with Overlay Networks

Configuring Front Door VRF (FVRF)

= The following steps are required to create an FVRF instance, assign it to
f[hettranspo interface, and make the DMVPN tunnel aware of the FRF
instance:

1) Step 1. Create the FVRF instance by using the vrf definition vrf-name
command.

2) Step 2. Initialize the appropriate address family for the transport network
by using the command address-family {ipv4 f/ipVG}. The address
family can be IPv4, IPv6, or both.

3) Step 3. Enter interface Configf:u_ration submode and specify the interface
to be associated with the VRF instance by using the command interface
interface-id. The VRF instance is linked to the interface with the interface
parameter command vrf forwarding vrf-name.

4) Step 4. Configure an IPv4 address by using the command ip address
ip-address subnet-mask or an IPv6 address by using the command ipv6
address ipv6-address/prefix-length.

5) Step 5. Associate the FVRF instance with the DMVPN tunnel by usin
’;he m’ferface parameter command tunnel vrf vrf-name on the DMVP
unnel.

= |[f an IP address is already configured on the interface, when the VRF instance is
linked to the interface, the IP address is removed from that interface.



Problems with Overlay Networks

Configuring Front Door VRF (FVRF) (Cont.)

= Example 19-28
shows how the
FVRF inStanceS R31-Spoke (config) #f vrf definition INETO1
named INETO1 and R31-Spoke (config-vrf)#f address-family ipv4d
INET02 are Created R31-Spoke (config-vrf-af)# vrf definition INETO02

Example 19-28 FVRF Configuration Example

On R31 R31-Spoke (config-vrf)# address-family ipv4
) R31-Spoke (config-vrf-af)# interface GigabitEthernet0/1
- Notice that When R31-Spoke (config-if)# vrf forwarding INETO01

the FVRF instances % Interface GigabitEthernet0/1 IPv4 disabled and address(es) removed due to
are associated, the enabling Vi THELOI
IP addresses are

R31-Spoke (config-if)# ip address 172.16.31.1 255.255.255.252
R31-Spoke (config-if)# interface GigabitEthernet0/2

removed from the R31-Spoke (config-if)#f vrf forwarding INETO02
Interfaces. % Interface GigabitEthernet0/2 IPv4 disabled and address(es) removed due to
enabling VRF INETO02
“ The IP addresses R31-Spoke (config-if)# ip address dhecp

are reconfl ured R31-Spoke (config-if)# interface tunnel 100

and the F F R31-Spoke (config-if)# tunnel vrf INETO1

|nstances are R31-Spoke (config-if)# interface tunnel 200

associated with the R31-Spoke (config-if)}# tunnel vrf INET02

DMVPN tunnels.



Problems with Overlay Networks

FVRF Static Routes

* FVRF interfaces that are assigned an |IP address by DHCP
automatically install a default route with an AD of 254.
FVREF interfaces with static IP addressing require only a
static default route in the FVRF context. This is
accomplished with the command ip route vrf vrf-name
0.0.0.0 0.0.0.0 next-hop-ip. Example 19-29 shows the
configuration for R31 for the INET0O1 FVRF instance. The
INETO2 FVRF instance does not need a static default route
because it gets the route from the DHCP server.

Example 19-29 FVRF Sratic Default Route Configuration

R31-Spoke
ip route vrf MPLSO1 0.0.0.0 0.0.0.0 172.16.31.2




DMVPN Failure Detection and High

Availability




Failure Detection and HA

= An NHRP mapping entry stays in the NHRP cache for a
finite amount of time.

= The entry is valid based on the NHRP holdtime period, which
defaults to 7200 seconds (2 hours).

= The NHRP holdtime can be modified with the interface parameter
command ip nhrp holdtime 7-65535 and should be changed to the
recommended value of 600 seconds.

= A secondary function of the NHRP registration packets is to
verify that connectivity is maintained to the NHSs (hubs).

= NHRP registration messages are sent every NHRP timeout period,
and if the NHRP registration reply is not received for a request, the
NHRP registration request is sent again with the first packet delayed
for 1 second, the second packet delayed for 2 seconds, and the third
packet delayed for 4 seconds.

* The NHS is declared down if the NHRP registration reply has not
been received after the third retry attempt.



DMVPN Failure Detection and High Availability

* The spoke-to-hub registration is taken down and displays as NHRP for the
tunnel state when examined with the show dmvpn command. The actual
tunnel interface still has a line protocol state of up.

 During normal operation of the spoke-to-hub tunnels, the spoke continues
to send periodic NHRP registration requests, refreshing the NHRP timeout
entry and keeping the spoke-to-hub tunnel up.
* However, in spoke-to-Sﬁoke tunnels, if a tunnel is still being used within 2 minutes of

the expiration time, an NHRP request refreshes the NHRP timeout entry and keeps
the tunnel.

- If the tunnel is not being used, it is torn down.

« The NHRP timeout period defaults to one-third of the NHRP holdtime,
which equates to 2400 seconds (40 minutes).

«  The NHRP timeout period can be modified using the interface parameter command
ip nhrp registration timeout 7-65535.

* When an NHS is declared down, NHCs still attempt to register with the
down NHS.

* This is known as the probe state.

* The delay between retry packets increments between iterations and uses the
following delay pattern: 1, 2, 4, 8, 16, 32, and 64 seconds. The delay never exceeds
64 seconds, and after a registration reply is received, the NHS (hub) is declared up
again.



DMVPN Hub Redundancy

« Connectivity from a DMVPN spoke to a hub is essential to
maintain connectivity.

 If the hub fails, or if a spoke loses connectivity to a hub, that
DMVPN tunnel loses its ability to transport packets.

* Deploying multiple DMVPN hubs for the same DMVPN
tunnel provides redundancy and eliminates a single point
of failure.

» Additional DMVPN hubs are added simply by adding NHRP
mapping commands to the tunnel interface.

 All active DMVPN hubs participate in the routing domain for
exchanging routes.

« DMVPN spoke routers maintain multiple NHRP entries (one per
DMVPN hub).



IPv6 DMVPN Configuration




IPv6 Compatibility

- DMVPN uses GRE tunnels and is capable of tunneling
multiple protocols. Enhancements to NHRP added support
for IPv6 so that mGRE tunnels can find the appropriate
IPv6 addresses.

* This means that DMVPN supports the use of IPv4 and
IPv6 as the tunnel protocol or the transport protocol in the
combination required.



IPvé DMVPN Configuration Commands

= For all the commands explained earlier for IPv4, there are
equivalent commands to support IPv6. Table 19-8 provides
a list of the tunneled protocol commands for IPv4 and the
equivalent commands for IPvG.

Table 19-8 Correlation of IPv4-to-IPv6 Tunneled Protocol Commands

IPv4 Command IPv6 Command

ip mtu miu ipv6 mtu mitu

ip tcp adjust-mss mss-size ipv6 tcp adjust-mss mss-size

ip nhrp network-id 1-4294967295 ipv6 nhrp network-id 1-4294967295

ip nhrp nhs nhs-address nbma nbma- ipv6 nhrp nhs nbs-address nbma
address [multicast] [priority 0-255] nbma-address [multicast]| [priority 0-255]
ip nrhp redirect ipv6 nhrp redirect

ip nhrp shortcut ipv6 nhrp shortcut

ip nhrp authentication password ipv6 nhrp authentication password

ip nhrp registration no-unique ipv6 nhrp registration no-unique

ip nhrp holdtime 1-65535 ipv6 nhrp holdtime 1-65535

ip nhrp registration timeout 1-65535 ipv6 nhrp registration timeout 1-65535




IPv6 DMVPN Configuration Commands (Cont.)

= Table 19-9 provides a list of the configuration commands
that are needed to support an IPv6 transport network.

= Any tunnel commands not listed in Table 19-9 are transport
agnostic and are used regardless of the transport IP
protocol version.

Table 19-9 Correlation of IPv4-to-IPv6 Transport Protocol Commands

IPv4 Command IPv6 Command

tunnel mode gre multipoint tunnel mode gre multipoint ipv6
ip route vrf vrf-name 0.0.0.0 0.0.0.0 ipv6 route vrf vrf-name 0.0.0.0 0.0.0.0
next-bop-ip next-hop-ip




IPv6 DMVPN Configuration Commands (Cont.)

= |IPv6 over DMVPN can be interpreted differently depending on the
perspective. There are three possible interpretations:

= |Pv4 over IPvG: IPv4 is the tunneled protocol over an IPv6 transport network.
= |Pv6 over IPvG: IPV6 is the tunneled protocol over an IPv6 transport network.
= |Pv6 over IPv4: IPv6 is the tunneled protocol over an IPv4 transport network.

3 Re%ardless of the interpretation, DMVPN supports the IPv4 or IPv6
protocol as the tunneled protocol or the transport, but choosing the correct
set of command groups is vital and should be based on the tunneling
technique selected.

= Table 19-10 provides a matrix to help you select the appropriate
commands from Table 19-8 and Table 19-9. It is important to note that nhs-
address or NBMA-address in Table 19-8 can be IPv4 or IPv6 addresses.

Table 19-10 Matrix of DMVPN Tunnel Technique to Configuration Commands

Tunnel Mode Tunnel Protocol Commands Transport Commands
IPv4 over [Pv4 [Pv4 IPv4
[Pv4 over IPv6 IPv4 IPvé6
[Pv6 over IPv4 [Pv6 IPv4
[Pv6 over IPv6 IPv6 IPv6




IPv6 DMVPN Configuration Commands (Cont.)

= Table 19-11 provides a list of IPv4 display commands
correlated to the IPv6 equivalents.

Table 19-11 Display Commands for IPvé DMVPN

IPv4 Command IPv6 Command

show ip nhrp [brief | detail] show ipv6 nhrp [brief | detail]
show dmvpn [ipv4][detail] show dmvpn [ipv6]|detail]
show ip nhrp traffic show ipv6 nhrp traffic

show ip nhrp nhs |detail| show ipv6 nhrp nhs [detail]




IPv6-over-IPv6 Sample Configuration

= This section provides a samgle configuration using the topology
from Figure 19-4 for the IPv6-over-IPv6 topology.

= To simplify the IPv6 addressing scheme, the first two hextets of
the book’s IPv6 addresses use 2001:db8 (the RFC-defined
address space for IPv6 documentation).

= After the first two hextets, an IPv4 octet number is copied into an
IPv6 hextet, so the IPv6 addresses should look familiar.

= Table 19-12 provides an example of how the book converts
existing IPv4 addresses and networks to IPv6 format.

Table 19-12 |Pv6 Addressing Scheme

IPv4 Address IPv4 Network IPv6 Address Network

10.1.1.11 10.1.1.0/24 2001:db8:10:1:1::11 2001:db8:10:1:1::/80
172.16.11.1 172.16.11.0/30 2001:db8:172:16:11::1 2001:db8:172:16:11::/126
10.1.0.11 10.1.0.11/32 2001:db8:10:1:0::11 2001:db8:10.1::11/128




IPv6-over-IPv6 Sample Configuration

Example 19-30 [Pv6 DMVPEN Hub Configuration on R11

= Example 19-30 provides T
the IPv6-over-IPv6
DMVPN configuration for |~

interface Tunoelld0

hub router R11.

bandwidth 4000

ipvh tep adjust-mas 1360

= The VRF definition uses 1ove addrese 200110084181 11681 1604 11/0

lpwh addroan

th e add ress-fam i Iy i pV6 :::: ::1:1\1-.:::Jlu11|: il.'-iL lon CISCO
command, and the GRE o e et 200

Ilpvt nhrp holdtime &00

tunnel is defined with the

tunnal sourca GigabltEtharnecdfl

command tunnel mode i i

tunnel key 100

gre mUItiPOint ipV6 tunnel vef INETO1

|
Intarface GlgabliELhernecd /1

= Notice that the tunnel

interface has a regular

|IPv6 address configured

aS We” aS a |Ink-|OCa| :pvt- route vrf INETO01 ::/0 CigabltBthornet0/1 2001:DB8:172:16:11::2

IPv6 address.




IPv6é DMVPN Verification

Example 19-32 Verification of [Pv6 DMVPN

“ The Show dmvpn [detail] R3l-Spoke# show dmvpn detail
Com mand Can be used for Legend: Attrb --» S - Static, D - Dynamic, I - Incomplete
VieWin any DMVPN tunnel, 21_—N22jf; Il-in;;tz:i:;, :2_—N:ei::]:::?overrlde
regardless of the tunnel or © - oS capne

# Ent --> Number of NHRP entries with same NBEMA peer

transport prOtOCOL NHS Status: E --» Expecting Replles, R --> Responding, W --> Walting

UpDn Time --= Up or Down Time for a Tunnel

= The data is structured slightly
differentl because Of the IPV6 Interface Tunnell00 1s upfup, Addr. 1s 2001:DBB:192:168:100::31, VRF ""
address %IOFmat, but it still seoracouecpor -SRI, wrocwee -+
rovides the same information as | e seee comror, mane
efore. e

IPve NHS:
2001:DB8:192:168:100::11 RE NBMA Address: 2001:DB8:172:16:11::1 priority = 0 clus-

= Example 19-32 shows the
DMVPN tunnel state from R31 AN

after it has established its static mmes e e s
tunnels to the DMVPN hubS. # Ent: 2, Status: UP, UpDn Time: 00:00:53, Cache ALtrib: S

! Following entry 1s shown in the detalled view and uses link-local addresses
2.Peer NBEMA Address: 2001:DB8:172:16:11::1

= Notice that the protocol transport
now shows |PV8, and the NHS s ot b, et ARD, Oy Time. mever, Cache Attrin: 5C
devices are using IPv6 ' ' '
addresses.




IPv6 DMVPN Verification (Cont.)

= Example 19-33 demonstrates the connectivity between R31
and R41 before and after the spoke-to-spoke DMVPN
tunnel is established.

Example 19-33 [Pvé Connecriviry Betrween R31 and R41

| Initial packet flow
Ril-Spoked traceroute 2001:dbB8:10:4:4::41
Tracing the route to 2001:DBE8:10:4:4::41

1 2001:DBB:192:168:100::11 2 msec

2 2001:DBB:192:168:100::41 5 msec 4 msec & msec

! Packet flow after spoke-to-spoke tunnel 1s established
R31-Spoke# traceroute 2001:dbB8:10:4:4::41
Tracing the route tCo 2001:DB8:10:4:4::41

1 2001:DBB:192:168
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Prepare for the Exam

Key Topics for Chapter 19

Generic Routing Encapsulation (GRE) tunnels Phase 1 DMVPN spoke configuration
GRE tunnel configuration Alternative NHRP mapping commands
Next Hop Resolution Protocol (NHRP) Viewing DMVPN tunnel status

NHRP message types Phase 3 DMVPN spoke configuration
Dynamic Multipoint VPN (DMVPN) IP NHRP authentication

Phase 1 DMVPN Unique IP NHRP registration

Phase 3 DMVPN Forming spoke-to-spoke DMVPN tunnels

DMVPN hub configuration NHRP routing table manipulation




Prepare for the Exam

Key Topics for Chapter 19 (Cont.)

NHRP route table manipulation with DMVPN failure detection and high availability
summarization

Recursive routing problems DMVPN hub redundancy

Outbound interface selection IPv6 DMVPN configuration

Front door virtual routing and forwarding (FVRF)




Prepare for the Exam

Key Terms for Chapter 19

Term

Dynamic Multipoint Virtual Private Network GRE tunnel

(DMVPN)

DMVPN Phase 1 Next Hop Resolution Protocol (NHRP)
DMVPN Phase 3 NHRP redirect

encapsulating interface NHRP shortcut

front door VRF next-hop server (NHS, recursive routing)




Prepare for the Exam
Command Reference for Chapter 19

Specify the source IP address or interface used for tunnel source {ip-address | interface-id}
encapsulating packets for a tunnel

Specify the destination IP address for establishing a tunnel tunnel destination ip-address

Convert a GRE tunnel into an mGRE tunnel tunnel mode gre multipoint
Enable NRHP and uniquely identify a DMVPN tunnel locally ip nhrp network-id 7-4294967295

Define a tunnel key globally on a DMVPN tunnel interface to tunnel key 0-4294967295
allow routers to identify when multiple tunnels use the same
encapsulating interface

Enable plaintext NHRP authentication ip nhrp authentication password

Associate a front door VRF instance to a DMVPN tunnel tunnel vrf vrif-name
interface



Prepare for the Exam
Command Reference for Chapter 19 (Cont.)

Allow for an NHRP client to register with a different IP ip nhrp registration no-unique
address before timing out at the hub

Enable the NHRP redirect function on a DMVPN hub tunnel ip nhrp redirect

interface
Enable the ability to install NHRP shortcuts into a spoke ip nhrp shortcut
router’s RIB
Enable the mapping of multicast on a DMVPN hub tunnel ip nhrp map multicast dynamic
interface
Specify the NHRP NHS, NBMA address, and multicast ip nhrp nhs nhs-address nbma nbma-
mapping on a spoke address [multicast]
Or
ip nhrp nhs nhs-address
ip nhrp map

ip nhrp map multicast [nbma-address |
dynamic]



Prepare for the Exam
Command Reference for Chapter 19 (Cont.)

Display the tunnel interface state and statistics show interface tunnel number

Display DMVPN tunnel interface association, NHRP show dmvpn [detail]
mappings, and IPsec session details

Display the NHRP cache for a router show ip nhrp [brief]

Display the NHRP shortcut that is installed for an overridden show ip route next-hop-override
route
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Chapter 20 Content

= Elements of Secure Transport - This section explains the
need for data integrity, data confidentiality, and data
availability.

*|IPsec Fundamentals - This section explains the core
concepts involved with IP security encryption.

* IPsec Tunnel Protection - This section explains how IPsec
protection integrates with DMVPN tunnels.



Elements of Secure Transport

« A properly designed network provides data confidentiality, integrity, and availability.
« Without these components, a business might lose potential customers if the customers
do not think that their information is secure.



-
Elements of Secure Transport concerning Data

- Data confidentiality - Ensuring that data is viewable only
by authorized users. Data confidentiality is maintained
through encryption.

- Data integrity - Ensuring that data is modified only by
authorized users. Information is valuable only if it is
accurate. Inaccurate data can result in an unanticipated
cost. Data integrity is maintained by using an encrypted
digital signature, which is typically a checksum.

- Data availability - Ensuring that the network is always
available allows for the secure transport of the data.

Redundancy and proper design ensure data availability.
encryption.



Elements of Secure Transport
Typical WAN Network

= Figure 20-1
S h OWS th e Encrypted Applications Uncontrolled
tra d Itl ona I < | Controlled Infrastructure | > —
approach to
securing data on =

SP Enterprise

|
|
I
|
|
|
I
|
I
|
|
|
I

Controlled i Controlled (Private) i i Public SP

a network. i< ; > >
" The entire Empioyes | o i —

controlled S oo S 1

infrastructure ‘ T { | !

e n te rp ri S e a n d Internet Edge DMZ Plaintext Flows
g P ) | S assume d E”EEEE’?EE%ZE:::::P Tenants Intrusion/Control Point I—I
to be Safe . = Controlled Access Infrastructure

Figure 20-1 Typical WAN Nerwork
= Traffic is
encrypted only
when exposed to
the public
Internet.



Elements of Secure Transport
Internet as a WAN Transport

In Figure 20-2, the
internet is used as
the transport for the
WAN. The internet
does not provide
controlled access
and cannot
guarantee data
Integrity or data
contidentiality.

Data confidentiality
and integrity are
maintained by
adding IPsec
enc\r}/gtlon to the
DMVPN tunnel that
uses the internet as
a transport.

IPsec is a set of
industry standards
defined in RFC 2401
to secure |IP-based
network traffic.

Uncontrolled
i Access

-« I'Contmlled Infrastructure I | o 3
|
|
| 1 I |
Enterprise | " Enterprise | |
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LLLL I
LLLL
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IPsec Fundamentals

« DMVPN tunnels are not encrypted by default, but they can be encrypted by using
IPsec.

« |IPsec provides encryption through cryptographically based security.

* The IPsec security architecture is composed of the following independent
components: security protocols, security associations, and key management.



IPsec Fundamentals
IPsec with DMVPN Tunnels

=\When IPsec is integrated with DMVPN tunnels, the encrypted DMVPN
tunnels provide a secure overlay network over any transport with the
following functions:

- Origin authentication - Authentication of origin is accomplished by
I(Ddre-Shar?d Key (static) or through certificate-based authentication
ynamic).

- Data confidentiality - Ensuring that data is viewable only by
authorized users. Data confidentiality is maintained through encryption.
A variety of encryption algorithms are used to preserve confidentiality.

- Data integrity - Hashing algorithms ensure that packets are not
modified in transit.

- Replay detection - This provides protection against hackers trying to
capture and insert network traffic.

- Periodic rekey - New security keys are created between endpoints
every specified time interval or within a specific volume of traffic.

- Perfect forward secrecy - Each session key is derived independently
of the previous key. A compromise of one key does not mean
compromise of future keys.



IPsec Fundamentals
Security Protocols

" |[Psec uses two encapsulation protocols

= Authentication Header - The |IP authentication header provides
data integrity, authentication, and protection from hackers replaying
packets. It uses protocol number 51 (located in the IP header) to
create a digital signature to ensure that the packet has not been
modified during transport.

= Encapsulating Security Payload (ESP) - The Encapsulating
Security Payload (ESP) provides data confidentiality, authentication,
and protection from hackers replaying packets. Typically, payload
refers to the actual data minus any headers, but in the context of
ESP, the payload is the portion of the original packet that is
encapsulated in the IPsec headers. ESP uses the protocol number
50 located in the IP header.



IPsec Fundamentals
Key Management and Security Associations

= Key Management — Part of secure encryption is communicating the
keys used to encrypt and decrypt traffic that is being transported over
the insecure network.

= The process of generating, distributing, and storing these keys is called
Iéeydrr}anﬁgement. IPSec uses Internet Key Exchange (IKE) protocol
y default.

= |KEvV2 provides mutual authentication of each party.

= |KEV2 introduced support of Extensible Authentication Protocol (EAP)
certificate-based authentication), reduction of bandwidth consumption, Network
quress Translation (NAT), and the ability to detect whether a tunnel is still
alive.

= Security Associations (SAs) — SAs contain the security parameters
that were agreed upon between the two endpoint devices. There are
two types of SAs:

= IKE SA - Used for control plane functions like IPsec key management and
management of IPsec SAs. Can have one IKE SA between endpoints.

= IPsec SA - Used for data plane functions to secure data transmitted
between two different sites. IPsec SAs are unidirectional. They require one
inbound and one outbound to exchange network traffic between two sites.



IPsec Fundamentals

DMVPN Packet Headers
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IPsec Fundamentals: ESP Modes

= DMVPN Without Ipsec

= In unencrypted DMVPN packets, the original packets have GRE flags added to them.
= Then the new GRE IP header is added for routing the packets on the transport (underlay) network.

= The GRE IP header adds an extra 20 bytes of overhead, and the GRE flags add an extra 4 bytes.
These packets use the protocol field of GRE (47).

= DMVPN with IPsec in Transport Mode

= For encrypted DMVPN packets that use ESP transport mode, the original packets have the GRE
flags added, then that Eortlon of the packets is encrypted. A signature for the encrypted payload is
added, and then a GRE IP header is added for routing the packets on the transport network.

= The GRE IP header adds an extra 20 bytes of overhead, the GRE flags add an extra 4 bytes, and
d_epert1d|ng on the encryption mechanism, a varying number of bytes are added for the encrypted
signature.

= These packets use the protocol field of ESP (50).

= DMVPN with IPsec in Tunnel Mode

= For encrypted DMVPN packets that use ESP tunnel mode, the original packets have GRE flags
added to them, and then a new GRE IP header is added for routing the packets on the transport
network. That portion of the packets is encrypted, a signature for the encrypted payload is added,
and a new IPsec IP header is added for routing the packets on the transport network.

= The GRE IP header adds an extra 20 bytes of overhead, the GRE flags add an extra 4 bytes, the
IPsec IP header adds an extra 20 bytes, and depending on the encryption mechanism, a varying
number of bytes are added for the encrypted signature.

= These packets use the IP protocol field of ESP (50). IPsec tunnel mode for DMVPN does not add
value, transport mode should be used for encrypted DMVPN tunnels.



IPsec Tunnel Protection

« Enabling IPsec protection on a DMVPN network requires that all devices have IPsec

protection enabled.
* If some routers have |IPsec enabled and others do not, devices with mismatched

settings will not be able to establish connections on the tunnel interfaces.



IPsec Tunnel Protection

Pre-Shared Key Authentication

« The first scenario for deploying IPsec
Site 1 Networks
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IPsec Tunnel Protection

IKEv2 Keyring

= The IKEVZ2 keyring is a repository of the pre-shared keys and is created with the
following steps:

= Step 1. Create the keyring with the command crypto ikev2 keyring keyring-name.

= Step 2. Create the peer with the command peer peer-name. Multiple peers can
exist in adkeyrlng. ach peer has a matching qualifier and can use a different
password.

= Step 3. Identify the IP address so that the aﬁpropriate peer configuration is used,
based on the remote device’s IP address. The command address network subnet-
mask defines the IP address range.

= Step 4. Define the pre-shared key with the command ?re-shared-key secure-key.
Generally a long and alphanumeric password is used for increased security.

Example 20-1 I[KEv2 Keyring

crypto ikev2 keyring DMVPN-KEYRING-INET
peer ANY
address 0.0.0.0 0.0.0.0

pre-shared-key CISCO456




IPsec Tunnel Protection

IKEv2 Profile

= The IKEVZ2 profile is a collection of nonnegotiable security parameters
used during the IKE security association:

= Step 1. Define the IKEVZ2 profile by using the command crypto ikev2 profile
ike-profile-name.

= Step 2. Define the peer IP address with the command match identity remote
address ip-adadress.

= Step 3. Optionally set the local router’s identity based on an IP address by using
the command identity local address ip-address.

= Step 4. If Front Door VRF (FVRF) is used on the DMVPN tunnel, associate the
FVRF instance with the IKEv2 profile with the command match fvrf {vrf-name |

any}.

= Step 5. Define the authentication method for connection requests received by
remote peers by usin% the command authentication local {pre-share | rsa-
sig}. The pre-share keyword is used for static keys, and rsa-sig is used for
certificate-based authentication.

= Step 6. Define the authentication method for connection requests sent to remote
peers by using the command authentication remote {pre-share | rsa-sig}.

= Step 7. For pre-shared authentication, associate the IKEv2 keyring with the
IKEV2 profile by using the command keyring local keyring-name.



IPsec Tunnel Protection

IKEv2 Profile (Cont.)

* The IKEV2 profile
settings are
displayed with the
command show
crypto ikev2
profile, as shown in
Example 20-3.

= Notice that the
authentication,
FVRF, IKE keyring,
and identity IP
address are
displayed along
with the IKE
lifetime.

Example 20-3 Display of IKEv2 Profile Setrings

R12-DC1-Hub2# show crypto ikevZ profile
IKEvZ profile: DMVPN-IKE-PROFILE-IMNET
Ref Count: 1
Match criteria:

Fvrf: INETO1

Local address/interface: none

Identities:

address 0.0.0.0

Certificate maps: none
Local identity: none
Remote identity: none
Local authentication method: pre-share
Remote authentication method(s): pre-share
EAP options: none
Keyring: DMVPN-KEYRING-INET
Trustpoint (=) : none
Lifetime: 86400 seconds
DPFD: disabled
NAT-keepalive: disabled

Ivrf: none
Virtual-template: none
mode auto: none
AnR AnyConnect EAP authentication mlist: none
AAR EAP authentication mlist: none
AAR Accounting: none
AARh group authorization: none

AAR user authorization: none




IPsec Tunnel Protection
IPsec Transform Set

= The transform set identifies the security protocols (such as ESP) for

encrypting traffic. It specifies the protocol ESP or authentication header
that is used to authenticate the data:

= Step 1. Create the transform set and identify the transforms by using
the command crypto ipsec transform-set fransform-set-name [esp-
encryption-name] [esp-authentication-name] [ah-authentication-namel].

= Step 2. Configure the ESP mode by using the command mode
{transport | tunnel}.

Example 20-4 provides a sample IPsec transform set.

Example 20-4 Sample IPsec Transform Ser

crypto ipsec transform-set AES256/SHA/TRANSPORT esp-aes 256 esp-sha-hmac

mode transport

The transform set can be verified with the command show crypto ipsec transform-set, as
shown in Example 20-5.

Example 20-5 Verification of the IPsec Transform Ser

R12-DC1-Hub2# show crypto ipsec transform-set
! Qutput cmitted for brewity
Transform set AES256/SHA/TRANSPORT: { esp-256-aes esp-sha-hmac }

will negotiate = { Transport, },




IPsec Tunnel Protection
IPsec Profile

= The |IPsec profile combines
the IPsec transform set and
the IKEv2 profile:

= Step 1. Create the IPsec
profile by using the
command crypto ipsec
profile profile-name.

= Step 2. Specify the
transform set by using the
command set transform-
set transform-set-name.

= Step 3. Specify the IKEvZ2
profile by using the
command set ikev2-profile
ike-profile-name.

Example 20-6 provides a sample IPsec profile configuration.

Example 20-6 Sample IPsec Profile

cryptoe ipsec profile DMVPN-IPSEC-PROFILE-INET
set transform-set AES256/SHA/TRANSPORT

set ikevZ-profile DMVPN-IKE-PROFILE-INET

The command show crypto ipsec profile displays the components of the IPsec profile, as
shown in Example 20-7.

Example 20-7 Verification of the IPsec Profile

R12-DC1l-Hub2# show crypto ipsec profile
! Output cmitted for brevity
IPSEC profile DMVPN-IPSEC-PROFILE-INET
IKEv2 Profile: DMVPN-IKE-PROFILE-INET
Security association lifetime: 4608000 kilobytes/3600 secon ds
Responder-Only (Y/N): N
PFS (Y/N): N
Mixed-mode : Disabled
Transform sets={

AES256/SHA/TRANSPORT: { esp-256-aes esp-sha-hmac } ,




IPsec Tunnel Protection

Encrypt the Tunnel Interface/IPsec Packet Replay Protection

« When all the required IPsec components have been configured, the
IPsec profile is associated to the DMVPN tunnel interface with the
command tunnel protection ipsec profile profile-name [shared]. The
shared keyword is required for routers that terminate multiple encrypted
DMVPN tunnels on the same transport interface. The command shares
;[:he IPlsec security association database (SADB) among multiple DMVPN
unnels.

» Cisco IPsec includes an anti-replay mechanism that prevents intruders
from duplicating encryptedJ)ackets. A unique sequence number is
assigned to each encrypted packet. WWhen a router decrypts the IPsec
packets, it keeps track of the packets it has received. The IPsec anti-
replay service rejects (discards) duplicate packets or old packets. The
router maintains a sequence number window size (default of 64 packets).
The minimum sequence number is the highest sequence number for a
packet minus the window size. A packet is considered of age when the
sequence number is between the minimum sequence number and the
highest sequence number.

« The window size is increased globally with the command crypto ipsec
security-association replay window-size window-size. Cisco
reﬁorr?m%%dzshusing the largest window size possible for the platform,
which is :



IPsec Tunnel Protection

Dead Peer Detection/NAT Keepalives

* Dead Peer Detection (DPD) helps detect the loss of
connectivital to a remote |IPsec peer. When DPD is enabled in
on-demand mode, the two routers check for connectivity only
when traffic needs to be sent to the IPsec peer and the peer’s
active status is not certain. The router sends a DPD R-U-
THERE request to query the status of the remote peer. If the
remote router does not respond to the R-U-THERE request, the
requesting router starts to transmit additional R-U-THERE
messages every retry interval for a maximum of five retries.
After that, the peer is declared dead. DPD is confi?ured with
the command cryEto ikev2 dpd [interval-time] [retry-time] on-
demand in the IKEv2 profile.

* NAT keepalives keep the dynamic NAT mapping alive during a
connection between two peers. A NAT keepalive is a UDP
Backet that contains an unencrypted payload of 1 byte. When

PD is used to detect peer status, NAT keepalives are sent if
the IPsec entity has not transmitted or received a packet within
a specified time period. NAT keepalives are enabled with the
command crypto isakmp nat keepalive seconds.



IPsec Tunnel Protection

IPsec DMVPN Configuration with Pre-Shared Authentication

= Example 20-9 displays the complete configuration to enable

IPsec protection on the internet

= DMVPN tunnel on R12, R31, and R41 with all the settings

from this section.

Rl12
crypto ikevi keyring DMVEN-KEYRING-IMNET
pear ANY

address 0.0.0.0 0.0.0.0
pre-shared-key CISCO456
1
arypta ikev? prafile DMVEN-TKE-PFROFPILE-TMET
match Ewrf INETD1
match identity remote address 0.0.0.0
authentication remote pre-share
authentication local pre-share
keyring local DMVEN-KEYRIMNG-INET
!
crypto ipsec transform-set AES2SE/SHA/TRANSPORT esp-ases 256 asp-sha-hmac
mode transport
1
erypto ipsec profile DMVFN-IPSEC-PROFILE-INET
set transform-set AES2ESSSHA/STRAMESEORT
set ikev?-profile DMVEM-IKE-PROFILE-IHMET
1
interface Tunnel2dO
tunnel protection ipsec profile DMVEH-IPEEC-PROFILE-INET

crypto ipsec security-association replay window-size 1024

E3l and R41
crypto ikevl keyring DMVPN-KEYRING-INET
pear ANY
address 0.0.0.0 0.0.0.0
pre-sharaed-key CISCO4EE
crypto ikevl profile DMVPN-IKE-PROFILE-INET
match fwrf INETO1

match

authentication local pre-share

keyring local DMVEN-KEYRING-INET

dpd 40 5 on-demand

!

crypto ipsec transform-set AES256,/SHA/TRANSPORT =sp-ass 256 esp-sha-hmac

made transport

crypta ipsec profile DMVEN-IPEEC-FROFILE
sat transform-set AES2SE/SHASTRANSPORT
t ikev2-profile DMVEN-IKE-PROFILE-INET

interface Tunn=l200

tunnel protection ipsec profile DMVPH-I1PSEC-PROFILE-INET
1

crypta ipsec security-association replay window-size 1024
1

erypte isaksmp nat keepalive 240




IPsec Tunnel Protection

Verification of Encryption on DMVPN Tunnels

= \WWhen the DMVPN tunnels have e

been configured for IPsec protection, | : s s ww s seer summer asa seace vson n acees Tarses necuoss
verify the status. The command . R
show dmvpn detail provides the T B
relevant IPsec information. Example

20-10 demonstrates the command e e
on R31. The output lists the status of | ....c... wericaeo

the DMVPN tunnel, the underlay IP Session 10: 1 |
addresses, and packet counts. S
Examining the packet counts can Crypto seasion Status: UB-ACTIVE

help to verify that network traffic is et b e 1 et et e 10

being transmitted out of a DMVPN T

. Active Shs: 2, origin: crypto map
tunnel or rece|ved oNn a DMVPN Inbound: fpkts dec'ed 22 drop 0 1life (KB/Sec) 4280004/3380
tunnel. ) UI.I.":]:CII.LI'IC]! #P}itf EEEEE d 20 drop O '_:i.E.-= (EB/Sec) 4280994,/3380
Cutbound ESPI : 0x35CFE2F4, transform : esp-286-aess esp-sha-hmac

Socket State: Open

= The command show crypto ipsec
sa provides additional information
that is not included in the output of
the command show dmvpn detail,
such as the path MTU, tunnel mode
and replay detection.

Pending OMVEN Sessions:




IPsec Tunnel Protection

IKEvV2 Protection

= |KEv2 was developed, in part, to protect routers from various IKE intrusion methods. Primarily,
it limits the number of packets required to process IKE establishment. During high CPU
utilization, a session that has started may not complete because other sessions are consuming
limited CPU resources. Problems can occur when the number of expected sessions is different
from the number of sessions that can be established. Limiting the number of sessions that can
be in negotiation minimizes the CPU resources needed so that the expected number of
established sessions can be obtained.

= The command crypto ikev2 limit {max-in-negotiation-sa /imit | max-sa /imit} [outgoing] limits
the number of sessions being established or that are allowed to be established:

« The max-sa keyword limits the total count of SAs that a router can establish under normal
conditions. You set the value to double the number of ongoing sessions in order to achieve
renegotiation.

« To limit the number of SAs being negotiated at one time, you can use the max-in-
negotiation-sa keyword.

» To protect IKE from half-open sessions, a cookie can be used to validate that sessions are
valid IKEv2 sessions and not denial-of-service intrusions. The command crypto ikev2
cookie-challenge challenge-number defines the threshold of half-open SAs before issuing
an IKEv2 cookie challenge.



IPsec Tunnel Protection

IKEv2 Protection (Cont.)

" In Example 20_12’ R41 Ril-Spake(configld e to ikev? limit max-sa 10
limits the number of SAs - oo
to 10, limits the number in
negotiation to 6, and sets
an IKEv2 cookie
challenge for sessions Ril-Zpoke (config)#é end
above 4. R41 has 1 static
session to the hub router

Rdl-gpoke(config)# crypto ikev? limit max-in-negotation-sa & ocutgoing
Rdl-Zpoke(config)# crypto ikev? limit max-in-negotation-sa &

Ril-Epake(config) # erypto ikev? cookie-challenge 4

Rdl-spoke§ show crypto ikev? stats

(R11)andis limitedto9 | e
additional sessions that Frymhe LHEvE SA Statistics
all use the IKEv2 cookie | ~- - mrmmmmmmmmmmmm oo
Cha”enge System Resource Limit: 0 Max IEKEv2 Shs: 10 Max in negoiinfout): &£/6
Tokal incoming IKEw2 SR Count: 0 ackive: i nagotiating: 0

= The Command ShOW Total oukgoing IKEw2 SA Count: 4 ackive: 4 nagotiating: 0
Crypto ikevz Stats Incoming IEKEw2 Regquests: 1 accepted: 1 rejected: 0
dlsplays the SA Oubgoing IKEw2 Regquests: 4 acceptead: 4 rejected: i)
reStrICtIonS and ShOWS Rejecked IKEw2 Requests: 0 rerc low: i} EA limik: ]

that the four sessions are
currently established to _ S _ )
the four DMVPN hub Incoming IKEV2: Cookie Challenged Requests: 0

routers accepted: 0 rejectad: 0 rejectad ne cockie: 0

IKEv? packets dropped at dispatch: 0

Total Delsted sessions of Cert Revoked Pears: 0O

conformed 0000 bps, excesded 0000 bps, wviolated 0000 bps
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Key Topics for Chapter 20

Data security terms
Security associations
ESP modes

IKEV2 keyring

IKEv2 profile

IPsec transform set
Encrypting the tunnel interface
IPsec packet replay protection

Verification of encryption on DMVPN
tunnels

IKEV2 protection
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Key Terms for Chapter 20

Key Terms

Authentication Header (AH) protocol
Encapsulating Security Payload (ESP)
Data confidentiality

Data integrity

Data availability

Origin authentication

Replay detection
Periodic rekey
Security association (SA)
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Command Reference for Chapter 20

Configure an IKEv2 keyring crypto ikev2 keyring keyring-name
peer peer-name
address network subnet-mask
pre-shared-key secure-key

Configure an IKEv2 profile crypto ikev2 profile ike-profile-name
match identity remote address ip-address
match fvrf {vif-name | any}
authentication local pre-share
authentication remote pre-share
keyring local keyring-name

Configure an IPsec transform set crypto ipsec transform-set transform-set-name [esp-
encryption-name] [esp-authentication-name] [ah-
authentication-name]
mode {transport | tunnel}
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Command Reference for Chapter 20 (Cont.)

Configure an IPsec profile crypto ipsec profile profile-name
set transform-set transform-set-name
set ikev2-profile ike-profile-name

Encrypt the DMVPN tunnel interface tunnel protection ipsec profile profile-name [shared]

Modify the default IPsec replay window size crypto ipsec security-association replay window-size
window-size

Enable IPsec NAT keepalives crypto isakmp nat keepalive seconds

Display the IKEV2 profile show crypto ikev2 profile

Display the IPsec profile show crypto ipsec profile
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