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Chapter 12 - Sections & Objectives

= 12.1 Evaluating Alerts

« Explain the process of evaluating alerts.

* ldentify the structure of alerts.
+ Explain how alerts are classified.

= 12.2 Working with Network Security Data

* Interpret data to determine the source of an alert.

* Explain how data is prepared for use in a Network Security Monitoring (NSM) system.
* Use Security Onion tools to investigate network security events.
» Describe network monitoring tools that enhance workflow management.

= 12.3 Digital Forensics

« Explain how the cybersecurity analyst handles digital forensics and evidence to ensure proper attack
attribution.

* Explain the role of digital forensic processes.



12.1 Evaluating Alerts



Sources of Alerts
Security Onion

= Security Onion is an open-source suite of
Network Security Monitoring (NSM) tools that
run on an Ubuntu Linux distribution.

= Some components of Security Onion are
owned and maintained by corporations, such as
Cisco and Riverbend Technologies, but are
made available as open source.

afraln
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Security Onion is a suite of Network Security Monitoring (NSM) tools for
evaluating alerts, providing three core functions to the cybersecurity analyst:
* Full packet capture and data types
* Network-based and host-based intrusion detection systems
« Alert analysis tools




Sources of Alerts
Detection Tools for Collection

CapME provides the cybersecurity analyst with an
easy-to-read means of viewing an entire Layer 4
session.

Snort uses rules and signatures to generate alerts.

Bro uses policies, in the form of scripts that
determine what data to log and when to issue alert
notifications.

OSSEC actively monitors host system operations,
including conducting file integrity monitoring, local
log monitoring, system process monitoring, and
rootkit detection.

Suricata uses native multithreading, which allows
the distribution of packet stream processing across
multiple processor cores.

A Security Onion Architecture

s




Sources of Alerts
Analysis Tools

A Security Onion Architecture = Sguil — This provides a high-level
cybersecurity analysts’ console for

investigating security alerts from a wide
e variety of sources.

Analysis

= ELSA - Logging sources such as HIDS,
NIDS, firewalls, syslog clients and servers,

domain services, and others can be
Detection configured to make their logs available to
ELSA databases.
1 = Wireshark — This is a packet capture

content daa —— application that is integrated into the
— — Security Onion suite.

Data
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Sources of Alerts
Alert Generation

= Alerts are generated in Security Onion by
many sources including Snort, Bro, Suricata,
and OSSEC, among others.

= Sguil provides a console that integrates alerts
from multiple sources into a timestamped
queue.

= Alerts will generally include the following five-
tuples information:

SrclP - the source IP address for the event.

SPort - the source (local) Layer 4 port for the
event.

DstIP - the destination IP for the event.

DPort - the destination Layer 4 port for the
event.

Pr - the IP protocol number for the event.
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Sources of Alerts

Rules and Alerts

= Alerts can come from a number of sources:
* NIDS - Snort, Bro and Suricata

- HIDS — OSSEC
« Asset management and monitoring - Passive Asset Detection System (PADS)

« HTTP, DNS, and TCP transactions - Recorded by Bro and pcaps
« Syslog messages - Multiple sources

Rule

lv Show Packet Data v Show Rule

alert tcp SEXTERNAL_NET any -> $SHOME_NET 21 (msg:"ET EXPLOIT VSFTPD Backdoor User Login Smiley”; flow:established,to_server; content:"USER *; depth:5;
content:"|3a 29|"; distance:0; classtype:attempted-admin; sid:2013188; rev:4;)

/nsm/server_data/securityonion/rules/seconion-eth1-1/downloaded.rules: Line 7159

Alert

B AT ACK DrenoMcrid bl o

E 1 seconion-eth1-1 5.23 2017-06-19 23:51:12  209.165.201.17 40599 209.165.200.235 21 6 ET EXPLOIT VSFTPD Backdoor User Login Smiley

s Sl 2O Oe a0 A Ea. 2S00 2oE So0 Sar 200, 200365 02 22 24063




Sources of Alerts
Snort Rule Structure

= Snort rules consist of the rule header and
rule options.

* Rule header contains the action, protocol,
addressing, and port information

* Rule options include the text message
that identifies the alert also metadata
about the alert.

= Snort rules come from a variety of
sources including Emerging Threats
(ET), SourceFire, and Cisco Talos.

= PulledPork is a Security Onion
component that can download new rules
automatically from snort.org.

rev:g8;)

alert ip any any —> any any (msg:"GPL ATTRCE RESPCNSE id check returned root”;

content:"uid=0128root|291"; fast pattern:only; classtype:bad-unknown; sid:2100498;

/nsm/server data/securityonion/rules/seconion-ethl-1/downloaded.rules:Line 692

Explanation
rule header

rule options

rule location

contains the action to be taken, source and destination addresses and ports, and the direction
of traffic flow

includes the message to be displayed, details of packet content, alert type, source ID, and
additional details, such as a reference for the rule or vulnerability

added by Sguil to indicate the location of the rule in the Security Onion file structure and in the
specified rule file




Sources of Alerts

Lab — Snort and Firewall Rules
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Lab - Snort and Firewall Rules
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Overview of Alert Evaluation
The Need for Alert Evaluation

= Exploits will inevitably evade
protection measures, no matter how
sophisticated they may be.

Sguil
- = Detection rules should be overly

“ conservative.

= |t is necessary to have skilled
cybersecurity analysts investigate

: alerts to determine if an exploit has
ELSA Wireshark
- - - actually occurred.

= Tier 1 cybersecurity analysts will work
through queues of alerts in a tool like
Squil, pivoting to tools like Bro,
Wireshark, and ELSA.



Overview of Alert Evaluation
Evaluating Alerts

= Alerts can be classified as follows:

* True Positive: The alert has been verified to be an actual security incident.
« False Positive: The alert does not indicate an actual security incident.

« True Negative: No security incident has occurred.

» False Negative: An undetected incident has occurred.

When an alert is issued, it will receive one of four possible classifications

] False |
Positive (Alert exists) Incident occurred Mo incident occurred
Negative (No alert exists) Mo incident occurred Incident occurred

Events classified as "true” are desired.




Overview of Alert Evaluation
Deterministic Analysis and Probabilistic Analysis

= Statistical techniques can be used to evaluate the risk that exploits will be successful in a given
network.

« Deterministic Analysis — evaluates risk based on what is known about a vulnerability.

* Probabilistic Analysis — estimates the potential success of an exploit by estimating the likelihood that if
one step in an exploit has successfully been completed that the next step will also be successful.

Types of Analysis

* Deterministic Analysis - For an exploit to be successful, all prior steps in the exploit must
also be successful. The cybersecurity analyst knows the steps for a successful exploit.

* Probabilistic Analysis - Statistical techniques predict the probability that an exploit will
occur based on the likelihood that each step in the exploit will succeed.
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12.2 Working with Network
Security Data



A Common Data Platform

ELSA

= Enterprise Log Search and Archive

= ey = (ELSA) Is an enterprise-level tool for
e o E searching and archiving NSM data that

originates from multiple sources.

= - = = ELSA s able to normalize log file entries
e iInto a common schema that can then be
e displayed in the ELSA web interface.

g R I I . » ELSA receives logs over Syslog-NG,
e vt s e stores logs in MySQL databases, and

19 (empty)lUS{US|seconion-sthl
w)27.00.1 ~teo_con

| e o it s indexes using Sphinx Search.

oo MonJunis 108,
5= 38310 =122001 =pro_conn =HEO_CONN =209.260.200.1
169 = =108.200367

taEEEﬁﬁgEgEIEEBEEEEE%EEEEE




A Common Data Platform
Data Reduction

= Data reduction is the identification of
data that should be gathered and
stored to reduce the burden on
systems.

= By limiting the volume of data, tools
like ELSA will be far more useful.

afaln
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A Common Data Platform
Data Normalization

= Data normalization is the process of combining data from a number of
sources into a common format for indexing and searching.

1497915981.533031|Cgsy1R2aH21DCRItpaj209.165.201.17|51810§209.165.200.235/|80|1|GET|209.165.200.235testmyids)|-
Mon Jun 19 |1.1jcurl7.52.1j0[327|301|Moved Permanently|-|-|(empty)|-|-|-|-|H-IFsjFMLPVDNY YItCDb|-text/ntm|
Info : llZLQ.QJ )10 =hio_hitp =BRO_HTTP 5cip=209.165.201.17 srcport=51810 dst ‘ZQS.I&&.ZQQ.Z!S por=gQ

sy : =301 02327 meihod=GET 515209 165.200 235 ri=hestmyids refeier: user_ageri=cuil?.52.1
e_lype=texyhunl

Bro Log Format Fields Normalized and Labelled ELSA Log Format Fields

1497915981.533031 Mon Jun 19 23:46:27

|209.165.201.17|51810|209.165.200.235|80| srcip=209.165.201.17 srcport=51810
dstip=209.165.200.235 dstport=80

|1327]301] status_code=301 content_length=327
|GET|209.165.200.235|/testmyids| method=GET site=209.165.200.235 uri=/testmyids

afaln
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A Common Data Platform

Data Archiving

= Retaining NSM data indefinitely is not
feasible due to storage and access issues.

= Compliance frameworks may require
storage of data for a specified period of
time.

= ELSA can be configured to retain data for
a period of time. The default is 90 days.

= Sguil alert data is retained for 30 days by
default.




A Common Data Platform
Lab — Convert Data Into a Universal Format

1) Networking
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Lab - Convert Data into a Universal Format

Objectives
Part 1: Normalize Timestamps in a Log File
Part 2: Normalize Timestamps in an Apache Log File

Part 3: Log File Preparation in Security Onion

Background / Scenario

Log entries are generated by network devices, operating systems, applications, and various types of
programmable devices. A file containing a time-sequenced stream of log entries is called a log file.

By nature, log files record events that are relevant to the source. The syntax and format of data within log
messages are often defined by the application developer.

Therefore, the terminology used in the log entries often varies from source to source. For example, depending
on the source, the terms login, logon, authentication event, and user connection, may all appear in log entries
to describe a successful user authentication to a server.

It is often desirable to have a consistent and uniform terminology in logs generated by different sources. This
is especially true when all log files are being collected by a centralized point.

The term normalization refers to the process of converting parts of a message, in this case a log entry, to a
commoen format.




Investigating Network Data

Working in Squll

SGUIL-0.9.0 - Connected To localhost =

File Query Reports Sound: OFF SenerName: ocalost UserName: analyst UserD: 2 20170720 16 347 GMT
Mmlmh]wu)
1213 seconion 595 20170705 17 200.165.201.17 606 209165200235 W0 © £Engn
E. 1 0170705 183817 20096520117 3606 209165200235 80 6 €T SCAN Nmap Scripting Engn... |
. 1210 seconion 2% M WMBIT X% 82007 20 209,165 200 2% L] o ET SCAN Possbie Nmap User- ;
|
B 20 seconion. 2122 20170705 1RAK1T  209.165.201.17 606 200652002 W 6 KT SCAN Possible Nmap User-.. |
|
B o seconon 12 20170619 22:1828 0000 0000 0  05SEQ Recewed Opacketsin... |
L €3 seconion 21 0170619231900 209.165.201.17 192.968.0.1 1 GPLICMP INFO PING *NIX
" 45 seconion % 2017061923903 209.165.200.21 209,965.201.17 T GPLICMP INFO PING *NIX ‘
B ¢ seconn 18 20170610 200926 0000 0000 0 10SSEC) negriy checksum .. |
ar 19 seconion- 529 201706.20 15:0227  209.165.201.17 209,165,200 235 GPLICMP_INFO PING *NIX |
L 10 seconion s 20170619 233849 209.165.200.226 209,165,200 235 1 GPLICMP_INFO PING *NIX |
o * seconion 19 20170619 231040  0.0.00 0000 0 (OSSEC) Integrity checksume... |
. 8 seconion 599 20170705 103818 20096520017 IS4 200065200205 00 € ETWERBSERVER ColdFusion a
o 8 seconion 5.900 20170705 183818 209.165.201.17 WM 200065200235 80 6  ETWERSERVER ColdFusionp... |
= — - Show Packet D3
1P Resolution u-h] System Msgs. S R
Reverse DNS 7 Enable External DNS 3
Sec 1 Source IP DestIP  Ver WL TOS len 1D Flags Offset TTL ChikSun|
Src Naene:
Dst 1P UAPRSF
s Source Dest RRRCSS Y 1
Port Port TOGKHT NN  Seq# Ack®  Offset Res Window Urp ChkSur
Whots Query. * None Scir Dt 1P
v Hex * Test | NoCase

o]
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= In Security Onion, the first place that a
cybersecurity analyst will go to verify
alerts is Squil.

= Sguil automatically correlates similar
alerts into a single line and provides a
way to view correlated events
represented by that line.



Investigating Network Data
Squil Queries

= Queries can be constructed in Sguil using the Query Builder, which simplifies
constructing queries.

= Cybersecurity analyst must know the field names and some issues with field
values.

EEd
20170719 21:06:12 GMT

5GUIL-0,5.0 - Connected To loenihost

e Query Beports Sound: ON ServerName: kcalbost Usehame: analyst Usert: 2

Bealrime Eveets | Escaloted Svents fvern Query o |
Close [SELECT event. staus, svent prorty. secser hostrame. svent tmestamp m dateceme, event 34, o
481por, event sgnatire gen, et signatare.d, event.sigrature.sev FROM event IGNGRE INDEX fewerit_p key, 4ty
c_pon = 40754 GRDER BY datetioe, c_port ASC LIVIT 1000

it co, event sgnature, INET_NTOAGewent.src_ip), INET_NTOAmmnt dst_ip), event ip_proto, Submit
INNER JOIN sensor ON event sk=sensor.sid WHERE

secon 1 165.201.17 8 6 ETSCANNmapSar ser Agent Decected
1 secononstht 700165 201 17 M01650235 B0 6 ETSCAN NMAF SQL
1 secomon-ethl-] S5 0170705183829 20916820117 2915200235 B0 6 ETSCAN Possible Nmap User-Agent Observed
| 7567 201707058320 20016520117 20016500235 80 6 ETSCAN Nmap Saripting Engine Usar-Agent Deocted (Nmap Scripeing Engine)
| 1 7588 20170708 30:3529 20916520117 20165.20003 80 6 ETSCAN NMAP SQL Spider 5
., 7589 0170705183820 200.16520117 20165200235 80 6 ETSCAN Possible Nmap UserAgent Observed

g
" I Show Packet Data Show Rule
= - - any > SHTTP_SERVERS SHTTP_PORTS (msg:"€T SCAN NMAP SQL Spider Scan”. flow.established,to_server;
M 20170719 210317 Source 1P Owst 17 Ver WL TOS  en 10 Flgs Ofee TTL  ChSum

2 seconon-ethd seconion-etho peap 20170719 13.8438 20916520017 (209103200235 4 s o s lmoes D2 0 63 (3914
3 seconionethd soconion-ethe-!  snon U AP RS F
4 secanon-etht secanion-stht peap 0170718 10451 RRRCS SV

A ioes 106G KHTNN Ade  Offsst Res Window Up Chksum
5 seconion-echt seconion-eth =nort 20170705 18:5342

X X 667712887 8 o |29 0 sma
6 seconineh seconion-ethy P 20176719 134822
68 74 74 70 3A 2F 2F GET http://Twiki

7 seconnneth? seconion-ethl  smont o745 18:53:42 26 63 67 §9 2D 62 69 GE org/cgi-binseds

05 68 09 2F IF 74 oF t/TMik1/ Ptopices
30 4F 52 25 32 30 73
20 48 54 54 50 2F 31 2E 31 0D OA 43
63 T4 69 6F OE 3A 20 63 6C GF 73 65

Update Intervalisecs): 15 Soncch Payoad |~ Wex © Text | NoCase




Investigating Network Data
Pivoting from Squil

= Squil provides the ability to “pivot”
the investigation to other tools such
as ELSA, Wireshark, or Bro.

= Log files are available in ELSA,
relevant packet captures can be
displayed in Wireshark, and
transcripts of TCP sessions and Bro
information are also available.

o]
Cisco

- SGUIL-0.9.0 - Connected To Jocathost *i. OX
Fle Quéry Reports Sound: OFf ServerName: cabhost UserName: analyst UserlD: 2 201707-20 161415 GMT
l‘anmi\nnul“' “]
RT 2 seconion-, 5227 20170705 1636:21 209165200235 6667 20096520117 60322 6 T CHAT IRC authorzation me
" seconion-... | Event History 38:21 209165200235 6667 20006520117 60322 6  ET CHAT IRC authorwation me
L 8 seconion., . | Transcript 3822 209165200235 80 200.965.201.17 38720 6  GPLWEB_SERVER 403 Forbidden
T 1 seconion.,.. | Transcript (force new) WIS 209.165.201.17 34902 200065200235 6667 6  ET CHAT IRC NICK command
Ll 1 seconion..., | VrTshart 3829 200.168.200.17 P02 200165200235 6667 6 KT CHAT IRC NICK command
Wireshark (force new)
I 6 scomon. | 3827 200.165.201.17 40654 200065200235 80 6 ETWES SERVER Script tag in U
mer
lur 3 seconion-. 3829 20996520117 4074 209965200235 80 6 ETSCAN NMAP SQL Spader Scan
NetworkM mer (force new)
W 3 seconion-.. | oo 329 20916520117 40754 209065200235 &0 6 ETSCAN NMAP SQL Spider Scan
o 1 seconion.. | uo dorce new 3905 20906520017  AN2 2091065200235 8180 6 GPLWER_SERVER ssadmin s
- ' TIOMSITAOPUSTEIN0 20016520017  AKA2 200065200255  B180 6 GPLWES_SERVER isadmin acc
RT 1 seconion-, S1895  201707051630:08 20016520017 43276 200.965.200235 6180 6  GPLWEB SERVER Oraclejva
RT 1 seconion 74961 201707051839:08 20996520117 43276 209165200235 8180 6  GPLWER_SERVER Oracle jva
RT 1 seconion- 52558 20170705 185342 209165200235 %0 20906520117 41258 6  ETATTACK RESPONSE Output
| . " " J Show Packet Data ~ Show Rule
17 Resowtion | Agent Status. | Snort Statistics| System Mags
Reverse DNS v Enable External ONS -
Srctp: Source IP DestlP  Ver WL TOS kn ID Flags Offset TTL ChkSum|
[Sr¢ Name:
o 1P UAPRSF
mRed Source Dest RRRCSS Y I
o Port Port TOGKHT NN Seqw Ak®  Offset Res Window Urp ChkSurm
Whos Query: * None Srctip Datir
) Hex © Text | NoCase




Investigating Network Data

Event Handling in Squill

™ = Three tasks can be completed

fle Query Reports Sound: OF Se ocahost | t analyst UserlD: 2 2017-07-20 1 7:40:16 GMT
Pl i e —— — o - . .
i in Squil to manage alerts
] - . - .
1213 seconion 555 20170705 18:38:17  209.165.201.17 606 200165200235 B 6 ETSCAN Nmap Scrpting Enge...
Create AutoCat From Event 20170705 183817 209.165.201.17 606 209465200235 80 6 ETSCAN Nmap Scripting Engn...
Expire Event As NA (Fl) 20170705 183817 209.165.201.17 J606 200165200235 80 6 T SCAN Possible Nmap User- ° Alerts that have been found to
Eupios Svant As NAWRA Commaent 20170705 183817 200.165.201.17 36606 200.065.200235 8 6 ET SCAN Possible Nmap User-
Quick Query 2017061923:1628  0.0.00 0000 0 [OSSEC) Recewed O packets in -y
Advanced Query
20170619 23:19:00  209.165.201.17 192.168.0.1 1 GPLICMP_INFO PING *NIX
Scalie P 200.165.201.17 1 GPLICMP INFO PING *NIX
Cat I Unauthorized Root Access (F1) .
B 3 seconion 18 0000 0 [OSSEC) Integrity checksum ¢ eX I re
Cat 1 Add Comment
wr 19 seconion s 209.165.200.23% 1 GPLICMP_INFO PING *NIX .
Cat 11 Unauthorized User Access (F2)
L 10 seconion.. IR o Akl i 209.165.200.23% 1 GPLICMP_INFO PING *NIX l
e 8 seconion-, 113 cat i Attempted Unauthoraed Access (F3) 0000 0  [OSSEQ Integrity chacksum ¢
| vy ——o T ——— * An event can be escalated b
- 8 seconion- 5900 Cat Iv: Successtul Denial of Service Attack (F4) 200.165.200.235 »0 3 £T WEB_SERVER ColdFusion p... | y
" Cat IV: Add Comment e 4 -
1t | QR o . Poor sy Prscicn e oy iksion 7y 008 pressing the F9 key
! .
Cat V: Add Comment

Reverse DNS v Enable External DN*

Catvi: ProbessScans (Fo) Dest 1P
gre g Cat Vi: Add Comment

o prsor gy A * An event can be categorized.

Dst Nome: ] Port Port TOGKHTNN Seqe Ake®  Offset Res Window Urp ChkSurmy
Whots Query: = None Seclip Dstip

4
Ver HL TOS len 1D Flags Offset TTL ChkSur

- Hex = Temt NoCase
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Investigating Network Data

Working in ELSA

= ELSA provides access to a large
number of log file entries.

= ELSA will only retrieve the first 100
records for the previous 48 hours.

= The easiest way to see information in
ELSA is to issue the built-in queries that
appear to the left of the ELSA window
and then adjust the dates and resubmit
the query using the Submit Query
button.

o]
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Adjusting Search Scope by Date

start

ELSA ~

Admin

June 2017

Su Mo Tu We Th Fr Sa

Query class=BRO_HTTP ** srcip="209.165.201.17"

From 2017-06-19 1958341 To

K1) class(l) sraip(l) srcporn(48) dsta(l) ds

1/2llalalislsl2

3 24
= ..533031|Cgsy1R2aH21DCRItpaj209.165.2

n
D.1 =heo_hip BRO_HTTP
=30 =321 =GET
S IWPC10CHpIBIIKS[209.165.
Mon Jun 19 [1.1jcurli7.52.1)0{327|301|Moved Permanently]-|-|(
o 234627 127001 =hto_hitp =BRO_HTTP
=301 =321 =GEI
=texthimi
1497915998.731728/CnuSuB3sjeuSOwiF4i|209.165.2(
Mon Jun 19 11.1jcurli7 52.1)0]327]301|Moved Permanentiy-|-|(
Into 234644 =12700.1 =heo_hitp =BRO_MTIP
=301 =321 =CEI
=text/ntmi
1497915998.731747|CelSYe2 SpKTXYxqS1209.165
Mon Jun 19 [1.1jcurli7 52.1)0]327|301|Moved Permanently]-|-|(
Info =127001 =twn hito =ARO WTTP




Investigating Network Data

Queries iIn ELSA

= ELSA provides field summary and value information for every field that is indexed in the
guery results. This permits refining queries based on a wide range of values.

= Clicking an entry in the Value column will display the query with the value added to the
previous query. This process can be repeated to narrow down search results easily.

= Regular expressions are executed in ELSA using the grep function.

ELSA >  Admin = 1 node(s) with 314188.0 logs indexed and 314271.0 arc!
Query 208.165.201.21 groupby-program Submit Query | Help

Erom |2017-06-19 18:46:10 | Top UTC | Add Term = program = Index = | Reuse curren t tab Grid display

Count * ue
St - B peogram 209.165.201.21 groupby:program (5) [Grouped by program]

o]
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Investigating Network Data
Investigating Process or API Calls

= |If malware can fool an OS kernel into
allowing it to make system calls, many
exploits are possible.

= OSSEC rules detect changes in host-
based parameters like the execution of
software processes, changes in user
privileges, and registry modifications,
among others.

= OSSEC rules will trigger an alert in Sguil.

= Choosing OSSEC as the source program
in ELSA results in a view of the OSSEC
events that occurred on the host.



Investigating Network Data

Investigating File Detalls
= When ELSA is opened directly, a query short cut exists for Files.

= Opening the Files queries and selecting Mime Types in the menu displays a list of the
types of files that have been downloaded.

= MD5 and SHA-1 hashes for downloaded files are also available.

» File hash values can be submitted to onllne sites to determine if the flle IS known
malware.

ELSA>  Admn 1 nodu(s) with 352096,0 logs Indexed and 352154.0 archive
Quervuas =BRO_FILES ™* groupby:mime_type | Subme Query | Heig

Erom 2017-06-19 17:50:13 UTC | AsdTerm > | mime_ype~ | | wdex~

class=BRO_FILES - groupby:mime_type (U) [Grouped by meme_type] X

Result Opvors... »

o]
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Investigating Network Data
Lab — Reqgular Expression Tutorial

e Networking
cIsco. Academy

Lab — Regular Expression Tutorial

Objectives

In this lab, you will learn how to use regular expressions to search for desired strings of information.

Background / Scenario

A regular expression (regex) is a pattern of symbols that describes data to be matched in a query or other
operation. Regular expressions are constructed similarly to arithmetic expressions, by using various operators
to combine smaller expressions. There are two major standards of regular expression, POSIX and Perl.

In this lab, you will use an online tutorial to explore regular expressions. You will also describe the information
that matches given regular expressions.

Required Resources
¢ CyberOps Workstation VM

s [Internet connection

Step 1: Complete the regexone.com tutorial.

a. Open a web browser and navigate to https://reqgexone.com/. Regex One is a tutorial that provides you
with lessons to learn about regular expression patterns.




Investigating Network Data

Lab — Extract an Executable from a PCAP

1) Networking
cIsco. Academy

Lab — Extract an Executable from a PCAP

Objectives
Part 1: Prepare the Virtual Environment

Part 2: Analyze Pre-Captured Logs and Traffic Captures

Background / Scenario

Looking at logs is very important but it is also important to understand how network transactions happen at
the packet level.

In this lab, you will analyze the traffic in a previously captured pcap file and extract an executable from the file.

Required Resources
¢ CyberOps Workstation VM

e Internet connection

Part 1: Prepare the Virtual Environment

a. Launch Oracle VirtualBox. Right-click CyberOps Workstion = Settings > Network. Besides Attached To,
select Bridged Adapter, if necessary, and click OK.




Enhancing the Work of the Cybersecurity Analyst
Dashboards and Visualizations

Dashboards provide an interactive combination of data and visualizations designed to
improve the value of large amounts of information.

Allow analysts to focus on specific details and information

ELSA capable of designing custom dashboards

Squert provides a visual interface

Cisco Talos provides an interactive dashboard




Enhancing the Work of the Cybersecurity Analyst
Workflow Management

= Network security monitoring requires workflows to be managed.

* Enhances efficiency of the cyberoperations team

* Increases the accountability of staff

* Ensures that all potential alerts are treated properly

« Each alert should be systematically assigned, processed, and documented

= Sqguil provides basic workflow management but not a good choice for large operations, third
party systems are available that can be customized

= Automated queries add efficiency to workflow

« Search for complex security incidents that may evade other tools
« ELSA query can be configured as an alert rule and run regularly
« Can be created in a scripting language such as Python



12.3 Digital Forensics



Evidence Handling and Attack Attribution
Digital Forensics

= Cybersecurity analyst will uncover evidence of criminal activity.

* Must identify threat actors, report them to the appropriate authorities, and provide evidence to support
prosecution.

« Usually first to uncover wrong doing.

Digital forensics is the recovery and investigation of information found on digital devices as
it relates to criminal activity.

« Could be data on storage devices, in volatile computer memory, or traces of cybercrime in network
data such as pcaps and logs

Cybercriminal activity can be characterized as origination from inside or outside of the
organization.

Under HIPAA, notification of breach must be made to the affected individuals.

Analysts must know the requirements regarding the preservation and handling of evidence.



Evidence Handling and Attack Attribution
The Digital Forensics Process

= NIST describes the digital forensics process as involving four steps:

1.

Collection — Identification of potential sources of forensic data and acquisition, handling, and storage
of that data.

Examination — Assessing and extracting relevant information from the collected data. May involve
decompression and decryption.

Analysis — Drawing conclusions from the data. (People, places, time, events, etc.)

Reporting — Preparing and presenting information. Suggestions for further investigation and next
steps should be made.

Media Data Information Evidence




Evidence Handling and Attack Attribution
Types of Evidence

= In legal proceedings, evidence is broadly classified.:
» Direct evidence was indisputably in the possession of the accused, or is
eyewitness evidence from someone who observed criminal behavior.
* Best evidence is evidence that is in its original state.

« Corroborating evidence supports an assertion that is developed from best
evidence.

 Indirect evidence, in combination with other facts, establishes a hypothesis.
Also know as circumstantial evidence.



Evidence Handling and Attack Attribution
Evidence Collection Order

= Collection of digital evidence should begin in order from the
most volatile evidence and proceed to the least volatile.

Data in RAM is most volatile.

= Example most volatile to least volatile:

N o 0o b~ w0 DN

Memory registers, caches

Routing table, ARP cache, process table, kernel statistics, RAM
Temporary files systems

Non-volatile media, fixed and removable

Remote logging and monitoring data

Physical interconnections and topologies

Archival media, tape or other backups

Evidence Collection Priority

Volatile

Contents of RAM

Evidence

Contents of Fixed Disks
Source

Archived Backup Data

Non-volatile




Evidence Handling and Attack Attribution

Chain of Custody

= Chain of custody involves the collection, handling, and secure storage of evidence.

Who discovered the evidence.
All details about the handling of evidence including times, places, and personnel involved.

Who has primary responsibility for the evidence, when responsibility was assigned, and when custody
changed.

Who has physical access to the evidence while it was stored? Access should be restricted to only the
most essential personnel.




Evidence Handling and Attack Attribution
Data Integrity and Preservation

= Digital evidence should be preserved in its original condition.

« Original evidence should be copied, and analysis should only be conducted on copies.
* Timestamps may be part of evidence so opening files from the original media should be avoided.

= Process used to create copies of evidence should be recorded.

= Special tools should be used to preserve forensic evidence before the device is shut down
and evidence is lost.

= Users should not disconnect, unplug, or turn off mfected machine unless told to by security
personnel.




Evidence Handling and Attack Attribution

Attack Attribution

= Threat attribution is the act of determining the individual, organization, or nation responsible
for a successful intrusion or attack incident.

= |dentification of threat actors should occur through principled and systematic investigation of
evidence.

= |n an evidence-based investigation, the incident response team correlates the tactics,
techniques, and procedures (TPP) that were used in the incident with other known exploits
to identify threat actors.

= Aspects of a threat that can aid in attribution are the location of originating hosts or
domains, features of the codes used in malware, the tools used, and other techniques.




12.4 Chapter Summary
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Chapter Summary
Lab — Isolate Compromised Host Using 5-Tuple
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Chapter Summary
Summary

Security Onion provides an integrated NSM environment for investigating security events that
are created by diverse systems.

A Tier 1 cybersecurity analyst evaluates security alerts to verify whether actual security
incidents have occurred.

ELSA provides a common data platform for the aggregation of log files from many sources.

Sguil provides an analyst’s console that enables the investigation of alerts through pivots to
other tools.

Tier 1 analysts may discover illegal activity on the network and be required to handle,
preserve, and analyze digital forensic evidence.

Digital forensic evidence can lead to the attribution of cybersecurity events to threat actors.



Chapter 12
New Terms and Commands

- Attack attribution

- Best evidence

- CapME

- chain of custody

- Corroborating evidence
- Dashboard

- Data normalization

« Deterministic analysis
- Digital Forensics

ELSA

False Negative
False Positive
Indirect evidence
OSSEC

Probabilistic analysis
Suricata

True Negative

True Positive




Cybersecurity Operations Certification

= This chapter covers the following areas in the Cybersecurity Operations Certification:
= From 210-250 SECFND - Understanding Cisco Cybersecurity Fundamentals:

= Domain 5: Security Monitoring

« 5.2 Describe the following types of data used in security monitoring:
» Full packet capture
+ Session Data
» Transaction Data
« Statistical Data
» Extracted content
» Alert Data



Cybersecurity Operations Certification

= This chapter covers the following areas in the Cybersecurity Operations Certification:
= From 210-255 SECFND - Implementing Cisco Cybersecurity Operation:

= Domain 2: Network Intrusion Analysis

- 2.8 Compare and contrast impact and no impact for the following:
+ False Positive
» False Negative
» True Positive
* True Negative

= Domain 4: Data and Event Analysis
« 4.1 Describe the process of data normalization
* 4.2 Interpret common data values into a universal format

» 4.3 Describe 5-tuple correlation
- 4.4 Apply the 5-tuple approach to isolate a compromised host in a grouped set of logs



Cybersecurity Operations Certification
= This chapter covers the following areas in the Cybersecurity Operations Certification:
= From 210-255 SECFND - Implementing Cisco Cybersecurity Operation:

= Domain 4: Data and Event Analysis

« 4.1 Describe the process of data normalization

4.2 Interpret common data values into a universal format

4.3 Describe 5-tuple correlation
4.4 Apply the 5-tuple approach to isolate a compromised host in a grouped set of logs
4.9 Compare and contrast deterministic and probabilistic analysis



Cybersecurity Operations Certification
= This chapter covers the following areas in the Cybersecurity Operations Certification:
= From 210-255 SECFND - Implementing Cisco Cybersecurity Operation:

= Domain 5: Incident Handling

« 5.2 Apply the NIST.SP800-61 r2 incident handling process to an event
« 5.3 Define the following activities as they relate to incident handling:

* Identification

» Scoping

+ Containment

* Remediation

» Lessons based hardening

* Reporting



Cybersecurity Operations Certification
= This chapter covers the following areas in the Cybersecurity Operations Certification:
= From 210-255 SECFND - Implementing Cisco Cybersecurity Operation:

= Domain 5: Incident Handling

* 5.4 Describe the following concepts as they are documented in NIST SP800-86:
» Evidence collection order
« Data integrity
» Data preservation
» Volatile data collection






