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Enhanced Interior Gateway Routing Protocol Q)

= Cisco proprietary protocol invented with support of SRI
International (prof. J.J. Garcia-Aceveda)

* Enhanced distance-vector protocol uses
= DUAL algorithm
= Loop-free control
= RTP (even for multicast)
= Neighbor detection
= Partial bounded updates

= Currently it is only routing protocol which guarantees (when
configured appropriately) loop-free topology


http://www.cisco.com/en/US/tech/tk365/technologies_white_paper09186a0080094cb7.shtml

Enhanced Interior Gateway Routing Protocol 2)

* EIGRP has modular structure independent on routed
protocol (L3 protocol)

= IPv4, IPv6, IPX, AppleTalk

= Classless (VLSM), automatic and manual summarization,
authentication, stub routing

= Composite metric based on multiple factors
= |Pv4 networks — 224.0.0.10 multicast address
= |Pv6 networks — ££02: :a multicast address

= Administrative distance
= Internal EIGRP routes: 90
= External EIGRP routes: 170
= Summary routes (discard routes): 5



EIGRP Main Properties

= Neighbor Detection

= Every router has its own neighbor table where it stores information
about directly connected neighbors

= Reliable Transport Protocol (RTP)
= Transport protocol independent on L3 protocol — protocol number 88
= Guarantees delivery of unicast and multicast communication

= Protocol-dependent modules (PDMs)

= DUAL Finite-state Automata
= |t directs whole best route selection mechanism

*Loop-free Topology Protection

= Guarantees that each used next-hop doesn’t cause routing loop in
topology



Basic EIGRP

Terminology and
Principles




EIGRP Terms @)

= Successor — next-hop
= Successor is next-hop router for destination network
= Route through successor is loop less with shortest distance

= Feasible successor — backup next-hop
= Potential candidate for next-hop for destination network
= Route through FS is loop less but not with shortest distance

= Reported distance (RD, a.k.a. advertised distance)
= The current best distance of the particular neighbor to the destination

= Computed Distance (CD)
= The total metric of reaching the destination over the particular neighbor

» Feasible distance (FD)

= A historical record, or a historical copy, of the smallest known CD toward a
particular destination

= Feasibility condition (FC)
= Condition that MUST be satisfied for target next-hop router
= Tells whether direction to destination network is loopless




EIGRP Terms 2)

= Neighbor table
= Table with information about neighbors

= Topology table

= Table with information about destination networks — state, CDs, FDs,
RDs, next-hop, etc.

= Table itself doesn’t contain topology description, only list of destination
networks
= Passive state
= State of destination network when successor is known and route is
converged and usable
= Active state

= State of destination network when no successor is known and there is
no FS either

= Router is actively searching/computing successor and best route



EIGRP Terms (3)

= Diffusal computations
= Way of managing distributed computation of best-route selection

= Goal is to run computation, gather information about its progress,
collect all results and correctly inform about its end

= DUAL begin with sending query to neighbors

= IF neighbor knows answer THEN neighbor replies to the query
ELSE neighbor router generates own queries to its neighbor
routers

= Router must send reply in order — router knows answer AND
router isn’t waiting for reply on its own query



Diffuse Computation

Query Reply

Active Passive




Use-Case 1)

= How does EIGRP know which routes
don’t cause loops in topology?

= |t uses neighbors distances to
destination network called reported
distances (RD)

= Every neighbor router of A
IS advertising its RD to E
= RD(B) = 10
= RD(C) = 10
= RD(D) = 30



Use-Case 2)

= For A, the computed distance
to E is:

= via(B) = 20
= via(C) = 25
= via(D) = 45

» feasible distance (FD) is
the lowest distance — 20 In
this case

= More precisely, FD is the
best known distance ever
to the destination network
E, from the A point of view




Use-Case (3)

= Router A is using FD and RD to
check feasibility condition

= FD is etalon for this validation —
every route with RD < FD is
without any doubts loop less

= Some loop less routes are
(falsely) denied by this rule

= But it never accepts route which
certainly cause loop in topology




Use-Case (@)

= Router A:
= Route via B is best with FD(B) = 20 A

= Route via C has RD(C) = 10 which
IS lower than FD hence this route is
loop less

= Route via D has RD(D) = 30 which
IS higher than FD hence this route
“potentially” could cause topology
loop




Use-Case (5)

= FD measure historically lowest
distance to destination network

= Lets imagine that cost of link
between A to B increases from 10
to 15

= | owest distance from A to E will
be 25, but FD remains on value
20

= Value 25 will appear in routing
table of A and in updates sent
from A to neighbors

* FD is used internally by EIGRP E
but it's not advertised anywhere




Feasible Distance

= FD could changed only during this occasions:
= Better route found — FD is decremented to a new value
= Successor is lost, no feasible successor available, route transits to
active state — DUAL computation is trying to calculate new FD
* FD could only decrement during passive state

= Whenever FD increases router must transit to active state and
diffuse computation begins

= Other FD definition:
= Value of historically shortest path to destination network — “history”
ends with transition to active state

= Meaning of FC:

= TF our neighbor is closer to destination network (than we have ever
been) THEN there could not be topology loop closing through us



Feasible Successor )

* EIGRP has RDs and CDs in topology table from all of its
neighbors

= Scenario
1. FD has been changed

2. Router searches topology table for new neighbor with lowest CD

3. Router checks founded possible feasible successor IF route
through new neighbor satisfy FC

A. true THEN neighbor is used as new next-hop router

B. false OR new candidate couldn’t be found in topology table
THEN DUAL is initiated



Feasible Successor 2)

= [n converged topology from A to E:
*FDis 20
= CD(B) = 20 is the shortest

= CD(C) = 25, satisfy FC
RD(via C) =10< 20

= CD(D) = 21, but it doesn’t satisfy FC
RD(via D) =20 < 20
= Scenario:
1. B goes down

2. A knows that shortest route goes via D
because via(C) > via(D)

3. But D doesn't satisfy FC; _
TF A decide to use route via C THEN it
won’t be shortest

4. Hence, DUAL is started




EIGRP Functionality @)

= DUAL itself is quite trivial ©

= DUAL initiating router sends query packet in which it advertises
new distance to destination network via current successor (it could
be infinite)

= Neighbor receiving this packet updates its topology table according
to information:

a) IF this doesn’t cause route failure on neighbor THEN neighbor
just answers with its own current distances

b) IF neighbor lost current route to destination network AND
doesn’t know any possible feasible successors THEN neighbor
Initiates own DUAL computation and asks its neighbors

= [t’s not extra computation just spreading queries and
waiting for replies!



EIGRP Functionality 2

= TF router recognized increase of distance to destination
network AND transits route to active state THEN it will do

following:
1. Router sets its RD and FD to increased value
Router generates query packet to all possible neighbors

3. WHILE router is waiting to receive all replies THEN it can’t change
neither of these values nor updates its routing table

4 . WHEN router has received all replies THEN it's allowed to update
RD, FD and routing table accordingly to new situation

= Correct diffuse computation (choice of next-hop router
and validating of FC) is directed by DUAL finite-state

machine



DUAL Example




DUAL Example @)

10.1.1.0/24

Router C
mm Topology
10.1.1.0 /24 T Passive T

viaB 3 1 Successor
viaD 4 2 Feasible Successor

viaE 4 3

Router D
| Erp| Fo | AD | Topoiogy
101.1.0/24 2 A Pagsive

viaB 2 1 Successor

viaC 5 3
Router E
_EioRP| FD [ AD  Topology
101.1.0/24 3 *EEE Passive T

viaD 3 2 Successor
viaC 4 3




DUAL Example

10.1.1.0/24

Router C
mm Topology
10.1.1.0 /24 T Passive T

viaB 3 1 Successor
viaD 4 2 Feasible Successor

viaE 4 3

Router D
mmm
10.1.1.0 /24 #4555 Dasgive FE
i B—2———Successer
viaeC 5 3

Router E
_EioRP| FD [ AD  Topology
101.1.0/24 3 *EEE Passive T

viaD 3 2 Successor
viaC 4 3




DUAL Example 3

101.1.0/24
Router D
| EIGRP|FD [AD[Topology
10.1.1.0 24 -1 FEEEE ACTIVE ******
via E (Q) Query

viaC S 3 (Q) Query

@ = Query

Router C Router E
" eiore | F0 | AD | Topology " eiorp | 70 | AD | Topalogy
10110724 3 **EFE Pagsive T 101.1.0/24 3 *EEE Passive T

viaB 3 1 Successor

viaC 4 3
viaE 4 3




DUAL Example (@

101.1.0/24
Router D
mmm
101.1.0 /24 - wwws ACTVE *++++
via E (Q) Query
v viaC 5 3

Router C Router E
" eioRP | F0 | AD [Topology I ) P
10110724 3 TR Passive T 10.1.1.0 24 - R ACTIVE **+***
viaB 3 1 Successor via D
via D viaC 4 3 (Q)Query

e B4 3



DUAL Example (5)

101.1.0/24
Router D
mmm
101.1.0 24 - wwws ACTVE *++++
via E (Q) Query
v viaC 5 3

Router C Router E
I [ ) " eioRe| 0 [ AD Topology
10.1.1.0 /24 TR Passive T 10.1.1.0 /24 4 *FEEE Passive TR
viaB 3 1 Successor viaC 4 3 Successor
via D via D

via E



DUAL Example (&)

10.1.1.0/24
Router D
| EIGRP|FD[AD[Topology
101.1.0/24 5 *EEE Pagsive TR

viaC 5 3  Successor

viaE 5 4  Successor

Router C Router E
I [ ) " eioRe| 0 [ AD Topology
10.1.1.0 /24 TR Passive T 10.1.1.0 /24 4 *FEEE Passive T
viaB 3 1 Successor viaC 4 3 Successor
via D via D

via E



DUAL Example (@)

10.1.1.0/24
_I— Router D
| EIGRP|FD[AD[Topology
101.1.0/24 5 A Pagsive

viaC 5 3  Successor

viaE 5 4  Successor

Router C Router E
" eioRe [ FD | AD [Topology | " eioRe| 0 [ AD Topology
10110724 3 TR Passive T 10.1.1.0 /24 4 *FEEE Passive T
viaB 3 1 Successor viaC 4 3 Successor
via D via D

via E




Composite Metric




Metric

= Composite metric consists of 4 factors
= K1 — Bandwidth (static parameter, turned on by default)
= K3 — Delay (static parameter, turned on by default)
= K4, K5 — Reliability (dynamically evaluated, turned off by default)
= K2 — Load (dynamically evaluated, turned off by default)
= MTU (some literature mentions it as tie-breaker, but it is in fact useless)

= For calculation are by default:
= used: Bandwidth, Delay
= unused: Reliability and Load

= Reliability and Load are measured only once at initial setup of route!

= EIGRP metric is 32bit unsigned integer, IGRP metric is computed same
way but it's only 24bit long

= EIGRP = IGRP << 8, IGRP = EIGRP >> 8

= All neighbors MUST share same K-values!



Metric: Bandwidth

* EIGRP uses the slowest bandwidth (BW) in its metric

calculation
107

min BW
= The value of the bandwidth may or may not reflect (e.g.
serials) the actual physical bandwidth of the interface

BW = 256

= To modify the bandwidth value, use command:

Router (config-if)# bandwidth kilobits




Metric: Delay

= Delay Iis a measure of the time it takes for a packet to
traverse a route

DLY 2, delay 256
10
«The delay (DLY) metric is

a static value based on 100M ATM 100 uS
the type of link to which G ol Sl 100 w3
the interface is connected ol s
d . ressed in i mrsiel 20,000 ps
ar_] IS €Xp 16M Token Hing Bal pSs
microseconds Ethernet 1,000 uS
- - T1 (Serial Default) 20,000 ps

Router (config-if) # = 20,000 45
delay tens-of-microseconds D50 20,000 S

Shk. 20,000 ps



Metric Calculation

= The EIGRP composite metric formula consists of values K1
through K5, known as EIGRP metric weights

= Default composite formula:

metric = K1:-BW + K3 -DLY

= Complete composite formula:

K5
rel + K4

K2 -BW
256 — load

metric=(K1-BW+ +K3-DLY>-



Metric Calculation: Example @)

FRZz#show ip route
<code cutput omitted>

Gateway of last resort i=s not set

192.168.10.0/24 is wariably subnetted, 3 subnets, 2 masks

O 192,168.10.0/24 iz a summary, 00:00:15, Null(Q
O 192.168,10.4/30 [90/21024000] wia 192.168.10.10, 00:00:15, Seriall/0/1
C 192.168.10.8/30 is directly connected, Serizal(/0/1
172.16.0.0/16 is wvariably subnetted, 4 subnets, 3 masks
O 172.16.0.0/16 is a summary, 00:00:15, Nulld
O 172.16.1.0/24 [90/40514560] wia 172.16.3.1, 00:00:15, Seriald/0/0
C 172.16.2.0/24 is directly connected, FastBEthernet(/0
C 172.16.3.0/30 is directly connected, Serial(/0/0
10.0.0.0/30 is =subnetted, 1 subnets
C 10.1.1.0 is directly connected, Loopbackl

D 192.168.1.0/24 [90/3014400] via 192.168.10.10, 00:00:15, Serial0/0/1



Metric Calculation: Example 2)

Loopback
10.1.1.1/30
172.16.2.0/24
% 10.1.1.0/30
This router does not S0/0/0 S0/
physically exist.
172.16.3.0/30 192 168.10.8/30
64 kbps 1024 kbp
S0/0/0
172.16.1.0/24 DCE /4 S0/0/1 A0 192 1668.1.0/24

S0/t 1544 kbps

G

A :
192.168.10.4/30 S0/0/0
DCE
107
= BW = . 256 = 2499840 RZz#show inter ser 0/0/1
1024 - Seriall/0/1 is up, line protocol is up
Hardware is PowerQUIZC Serial
20000+100 Internet address is 192.168.10.8/30
= DLY = 1 256 = 514560 MTU 1500 bytes, BW 1024 Kbit, DLY 20000 usec,

reliability 255/255, txload 1/255, rxload 1/255
Encapsulation HEDLC, loopback not set

= metric = 2499840 + 514560 = 3014400 <remaining output omitted:>



EIGRP Message

Exchange




Packet Types (D

= Hello

= Detection of EIGRP neighbors, exchange of K-values, AS numbers,
timers and authentication

= Sent periodically every 5 seconds (on links slower than T1 every 60
seconds) on 224.0.0.10

= Hello packets are not acknowledged

Bandwidth Example Link Default Hello Interval Default Hold Time

Multipoint
Frame Relay

1.544 Mhps 60 seconds 180 seconds

Greater than T,
1.544 Mhps Ethernet

4 seconds 15 seconds



Packet Types (2)

» Update
= Carries routing information

= Could be sent either as unicast or
as multicast

= Update packets are
acknowledged by receiving party

= They could cause receivers to

start DUAL
= ACK
= Used for acknowledging Update, Updiate packet N
Query and Reply packets S Sart ohana Opolely hars s beer Astaeied)

= Sent as unicast (and of course
are not acknowledged)

= In principal it’s Hello packet with
empty body



Packet Types (3

= Query
= Router is actively looking for best
path to destination network in

topology
= Usually sent as multicast

= Query packets are acknowledged

= They're starting DUAL or
spreading it to neighbors

* Reply
= Answer to Query packet
Query packet
. = Used by DUAL when searching for networks or other tasks Reply packet
" Sent aS unlcaSt = Automatically sent in response to Query packet Acknowledgement (ACK) packet

= Automatically sent back when reliabhle RTP is used

= Reply packets are acknowledged



Packet Structure in More Detail @)

= All perfectly designed protocols are using TLV!

=Three TLV types:
= Ox0001 — EIGRP parameters
= 0x0002 — Internal routes
= 0x0003 — External routes

EIGRP Message
(TLVs)

€« 32bits 2>
8 bits 8 bits 8 bits | 8 bits

0x0001 Length

K1 K2 K3 ‘ K4

K5 Reserved Hold Time



Packet Structure in More Detail 2)

EIGRP Message
(TLVs)

=T F=

= S

£ 32hbits =
2 bits | 2 bits 2 bits | 2 bits
00002 Length
Next hop
Delay

Bandwidth
Hop
MTU ‘ count

Reliability Load | Reserved
II;LE;]ﬁﬂJ: Destination




Packet Structure in More Detail (3)

EIGRP Message
(TLVSs)

* Fields used to track
external source of route.

« Same fields contained in
the Internal IP route TLV
(0x0002).

€ 32bits >

8 bits 8 bits 8 bits

8 bits

0x0003 Length

Next hop

Originating Router

Originating AS

Arbitrary tag

External protocol metric

External

Reserved protocol ID

Flags

Delay

Bandwidth

MTU

Hop count

Reliability Load Reserved

Prefix length Destination




Initial Packet Exchange

Hello | | am router A, who is on the link?

Neighbor Neighbor

Hello, | am router B. = Hello Table

-€

Here is my <c;omplete routing information. Update

_ . Topology
@ ACK  Thanks for the information! o Table

(6) Update| Here is my complete routing information.

Thanks for the information! ﬂ ACK @ Routing
Table

Routing

Table =

Converged




Neighbor Table

RTRA# show ip eigrp neighbors
IP-EIGRP neighbors for process 1
H Address Interface Hold Uptime SRTT RTO Q Seq

(sec) (ms ) Cnt Num
2 10.1.1.1 EtO 12 6dl6h 20 200 O 233
1 10.1.4.3 Etl 13 2w2d 87 522 0 452
0 10.1.4.2 Etl 10 2w2d 85 510 O 3

}

In how many seconds will be neighbor announced
as dead. Receiving of Hello packet resets this timer

For how long is neighbor up

\

Round Trip Time in manner of EIGRP request/response communication

In how many seconds router will generate new packet whenever the last
one wasn’t acknowledged



Topology Table

RTRA# show ip eigrp topology
IP-EIGRP Topology Table for AS(1)/ID(192.168.1.1)

Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply,
r - reply Status, s - sia Status

P 192.168.3.0/24, 1 successors, FD is|409600|

via 10.0.0.3 (409600}[128256) , FastEthernet0/0
|
v

Current/computed distance through neighbor to hetwork

Reported Distance advertised by neighbor |

Feasible Distance for destination network



Workflow of Routing Information @)

IP EIGRP Neighbor Table List of directly connected

routers running EIGRP with
which this router has an adjacency

Next-Hop Router Interface

IP EIGRP Topology Table

List of all routes learned
from each EIGRP neighbor FD/AD via each

Destination 1 neighbur

The IP Routing Table List of all best routes from
EIGRP topology table and
Destination 1 Best route other routing processes




Workflow of Routing Information (2)

On router C:
IP EIGRP Neighbor Table
Next-Hop Router Interface
Router A Ethernet 0
Router B Ethernet 1 .
|

v
IP EIGRP Topology Table

Feasible Distance Advertised EIGRP
Network |* E|GRP Metric) | Distance | Neighbor

10.1.1.0 /24 2000 1000 Router A (E0)
10.1.1.0 /24 2500 1500 Router B (E1)
The IP Routing Table
Metric Outbound Next Hop

—>| Network | (Feasible Distance) | Interface | (EIGRP Neighbor)

10.1.1.0 /24 2000 Ethernet 0 Router A




EIGRP Configuration




Basic Configuration Guide @)

Router (confiqg) #
router eigrp autonomous-system—-number

= Activates EIGRP and binds it to AS number

= All routers which suppose to exchange routing information must
belong to same AS

Router (config-router) #
no auto-summary
network network-number [wildcard-mask]

= Target network is associated with EIGRP routing process

= Wildcard parameter isn't mandatory but recommended
= IF parameter isn't used THEN network behave as classful




Basic Configuration Guide (2)

Router (config-if) # bandwidth kilobits

= On interfaces it's necessary to specify real bandwidth to
let EIGRP works properly

= EIGRP is using bandwidth...
=when computing metric

=when computing how much BW could EIGRP
iInternally use for signaling traffic

= |t's not recommended to use bandwidth to influence
computation of metric
= Instead of this use the delay command



Example: EIGRP Basic Startup

Bandwidth = 512

Fa 0/0 S0/0M1

172.16.1.1/24

192.168.1.102/27 172.17.2.2/24

192.168.1.101/27

AS number = 110

R1#

S0/0/1 Fa 0/0

334P_010

R2#

interface FastEthernet0/0
ip address 172.16.1.1 255.255.255.0

*

interface Serial0/0/1
bandwidth 512
ip address 192.168.1.101 255.255.255.224

router eigrp 110

network 172.16.1.0 0.0.0.255
network 192.168.1.0

interface FastEthernet0/0
ip address 172.17.2.2 255.255.255.0
!
interface Serial0/0/1
bandwidth 512
ip address 192.168.1.102 255.255.255.224
!
router eigrp 110

network 172.17.2.0 0.0.0.255
network 192.168.1.0




Change of Metric Computation

* |n case of need it's possible to change boolean K-values

= Configuration snippet:

Router (config-router)# metric weights 0 KI K2 K3 K4 K5

= Usually changing the weights is not recommended and
have to be consulted with Cisco technical support ©



Change of Timers

= EIGRP has two timers
= Hello Interval — interval between sending of two consecutive Hello packets

= Hold Time — maximal time after receiving Hello packet in which is router
considered alive

= Routers Hold Time is used by neighbors

= Timers between neighbors could be different!!!

= Every router could send Hello packet with different frequency and advertise
different Hold Times

= There’s no (mathematical) connection between Hello Interval and Hold
Time, change of the one doesn’t influence other

= Command snippet for per-interface change:

Router (config-if) #
ip hello-interval eigrp as-number hello-interval
ip hold-time eigrp as—-number hold-time




Default Route (D)

= Default route information could be installed in two ways:

1. Either as static 0.0.0.0/0 route
2. Or as destination network with flag describing it as default route

1. Static 0.0.0.0/0 route must be redistributed into EIGRP

2. Using ip default-network command

= Default route = route to “default-network”

= Typically this “default-network” is interconnecting border router of
EIGRP AS with ISP



Default Route (2)

= Command guideline for “default-network” has two steps:

1. Network which will be classified as ,default-network® must be included in
topology — e.g. defined by network command or redistributed into it

2. On border router classify it with command ip default-network

= Disadvantage of this approach:
= 1p default-network 1s classful!

» IF A.B. C.Disn’'t major network (it's classless) THEN configuration would
automatically generate command:

ip route CL NET(A.B.C.D) CL MASK(A.B.C.D) A.B.C.D
= Following this generated route MUST be redistributed into EIGRP:

Router (conf-router)# redistribute static

= And finally classified as “default-network”:

Router (conf)# ip default-network CL NET(A.B.C.D)

= Document ID : 16448



ip default-network Command Example

10.64.0.2/24 172.31.0.0/24

External AS
10.1.0.0/24

router eigrp 100

network 10.0.0.0

network 172.31.0.0

ip default network 172.31.0.0

ip route 172.31.0.0 255.255.0.0 172.31.1.1

10.64.0.1/24

RouterA#ishow ip route

Gateway of last resort is not set

<Output Omitted>

§* 172.31.0.0/16 [1/0] wia 172.31.1.1

C 172.31.1.0/24 is directly connected, Serial0/0/0

] C 10.64.0.0/24 is directly connected, FastEthernet0/0

RouterB#show ip route

<Output Omitted>
Gateway of last resort is 10.64.0.2 to network 172.31.0.0
10.0.0.0/8 is wvariably subnetted, 7 subnets, 2 masks
<Output Omitted>
C 10.0.0.0/24 is directly connected, FastEthernet0/0
D* 172.31.0.0/1€ [90/10486122] via 10.64.0.2, 00:00:05, FastEthernet0/0




Load Balancing Q)

= Every routing protocol is able to do equal-cost load
balancing...

= ...but only EIGRP is capable of unequal-cost load
balancing thanks to FC and feasible successor!

= Successor Is always used

= Following command influences EIGRP load-balancing:

Router (config-router) # variance multiplier

= In routing-table will be inserted every route going to destination
network through feasible successor satisfying current distance in
interval (Distance, multiplier - Distance)

= In short words command tells how “bad” feasible successor route
could leak from topology table!



Load Balancing 2)

= Load balancing could work on per-packet or per-destination
basis

= ['s recommended to have CEF enabled to improve routers
functionality:

Router (config)# ip cef

= Configuration snippet in outgoing interface section:

Router (config-if)# ip load-sharing per-packet
Router (config-if)# ip load-sharing per-destination




EIGRPV6




EIGRPv6 — Basics

= EIGRP for IPv6 Is available since I0S 12.4T

= 4-pytes RouterlD is required

= IF RouterlD cannot be discovered (no IPv4 address on loopback or
Interface) THEN it has to be specified manually

= Ensure that RouterID is set in IPv6 only networks!

= There are two ways how to configure EIGRP for IPv6

1) Using interface section
2) Using Named Mode — new way, similar as BGP config



-
EIGRPvV6 Interface Configuration

= Add interface to a EIGRP ASN

Router (config)# interface £fa0/0
Router (config-if)# ipv6 eigrp 64512
Router (config-if) # exit

= Ensure that router has router-id set in case that there iIs no
IPv4 address

Router (config)# ipv6é router eigrp 64512
Router (config-rtr)# router-id 158.193.138.255

= Sometimes it is necessary to enable EIGRP routing
(depends on the 10S version)

Router (config)# ipv6é router eigrp 64512
Router (config-rtr)# no shutdown




EIGRP Named Mode




EIGRP Named Mode

= The traditional w%y to configure EIGRP requires various parameters to
be configured under the interface and EIGRP configuration mode

= |In order to configure EIGRP IPV4 and IPVv6, it is required to configure separate
EIGRP instances

= Traditional EIGRP does not support Virtual Routing and Forwarding (VRF) in
IPv6 EIGRP implementations

= With Named mode EIGRP, everything is configured at a single place
under the EIGRP configuration and there are no restrictions as
mentioned previously

= Supported in
= 15.0(1)M
= 12.2(33)SRE
= 12.2(33)XNE
= Cisco IOS XE Release 2.5

= Preferred mode of configuring EIGRP whenever IOS supports it

= All commands for new features in EIGRP will be made available in the named
mode only.



EIGRP Named Mode - IPv4

= Choose an arbitrary name

Rl (config) # router eigrp TEST

= |Pv4 EIGRP address family for AS number 1 is enabled

Rl (config-router) #
address-family ipv4 unicast autonomous-system 1

= Set Router-id

Rl (config-router-af)# eigrp router-id 1.1.1.1

= Set networks

Rl (config-router-af) # network 192.168.2.0 0.0.0.3




EIGRP Named Mode - IPv6

= |[Pv6 address family can be configured similarly:

Rl (config-router) #
address-family ipv6é unicast autonomous-system 1

= Note! EIGRP is immediately enabled on all interfaces with
IPv6 address!

=You can override the behavior by setting your own defaults:

Rl (config-router-af) # af-interface default

Rl (config-router-af-interface) # shutdown

Rl (config-router-af)# af-interface FastEthernet0/1
Rl (config-router-af-interface) # no shutdown




Named Mode Sections

» Address Family (AF) section

= mandatory section, configuration that specifies the particular
address family for which an EIGRP instance shall be started

(config-router-af) # exit-address-family

» Per-AF-interface section
= gptional section, settings pertaining to the specified interface and AF

(config-router-af)# af-interface ITFACE
(config-router-af-interface) #

» Per-AF-topology section

* inside a particular AF, related to the support of Multi Topology
Routing

(config-router-af)# topology base
(config-router-af-topology) #




Traditional EIGRP
configuration

Interface Ethernet0/0

in address 10.10.10.1

io hello eigrp 1 30

ipvG enable

ipvi enable eigrp 1

ipvd bandwidth-percent eigrp 1 40

router eigro 1
netwoek 10.0.0.0 255.0.0.0

ﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁ

address-family ipwd vrf savage
autonomous-system 65534
network 192.168.0.0

ipwG router eigrp 1
no shutdown

*no support for ipve vif

Traditional vs. Named Mode

EIGRP Named mode
configuration

Interface Ethernet0/0
io address 10.10.10.1
ipv6 enable

|

|

router eigro TEST
address-family ipvd autonomous-system 1
network 10.0.0.0 255.0.0.0
af-interface Ethernet(/0
hello 30
exit-af-interface
I
network 192.168.0.0
[
I
address-family ipve autonomous-system 1
af-interface Ethernet0/0
no shutdown
bandwidth-percent 40
exit-afinterface
I
af-interface Ethernet0/0
no shutdown
exit-afinterface




Conversion To Named Mode
= Snippet = Converted

router eigrp 1 router eigrp TEST
network 10.10.10.1 0.0.0.0 !
! address-family ipv4 unicast

interface Ethernet0/0 autonomous-system 1

ip address 10.10.10.1 !

255.255.255.0 af-interface Ethernet0/0
ip hello-interval eigrp 1 100 hello-interval 100

exit-af-interface
|

Rl (config)# router eigrp 1
Rl (config-router) #

eigrp upgrade-cli TEST
Configuration will be converted
from router eigrp 1 to router
eigrp TEST.
Are you sure you want to
proceed? ? [yes/no]: yes
*Oct 10 14:14:40.684: EIGRP:
Conversion of router eigrp 1 to
router eigrp TEST - Completed.

topology base
exit-af-topology

network 10.10.10.1 0.0.0.0
exit-address-family




Authentication in EIGRP




Authentication

= EIGRP supports only MD5 authentication
= Configuration guideline is similar to RIPv2 authentication setup

1. Creation of key chain:

Router (config) # key chain NAME
Router (config-keychain) # key NUMBER
Router (config-keychain-key) # key-string PASSWORD

2. Activation of authentication on interface:

Router (config-if)# ip authentication mode eigrp AS md5

3. Activation of key chain on interface:

Router (config-if)# ip authenticat key-chain eigrp AS NAME




Authentication

= |f Named Mode Is used:

router eigrp TEST
]

address-family ipv6é unicast autonomous-system 1
]
af-interface GigabitEthernet0/1
authentication mode md5
authentication key-chain TEST
exit-af-interface




Key Chain Lifetimes (@

Router (config-keychain-key) #
accept-lifetime start-time {infinite | end-time |
duration seconds}

= Optional command: defining interval when router is
checking received packets signed with this key

Router (config-keychain-key) #
send-lifetime start-time {infinite | end-time |
duration seconds}

= Optional command: defining interval when router sends
packets signed with this key



Key Chain Lifetimes 2)

Rl(config)#

key chain routerRlchain
key 1
key-string firstkey
accept-lifetime 04:00:00 Jan 1 2009 infinite
gsend-1lifetime 04:00:00 Jan 1 2009 04:00:00 Jan 31 2009
key 2
key-string secondkey
accept-lifetime 04:00:00 Jan 25 2009 infinite
send-1lifetime 04:00:00 Jan 25 2009 infinite

EIGRP AS =110
Fa 0/0 S0/0/1 192.168.1.102/27 Fa 0/0
172.16.1.1/24 192.168.1.10127
S0/0/1 172.17.2.2/24
Key 2

Key 2 sent
Key 2 received

Key 1 sent
Key 1 received
Jan 1 Jan 251 Jan 31 infinite




Time Server Functionality (NTP)

= NTP client (router which synchronizing time against server)
configuration snippet:

Router (config)# ntp server TP [prefer]

= NTP server (router providing NTP services) snippet:
Router (config) # ntp master [1-15]

= Timezone configuration:

Router (config)# clock timezone CET 1
Router (config)# clock summer-time CEST recurring last Sun
Mar 2:00 last Sun Oct 3:00

= Verifying command:

show ntp association




EIGRP Summarization




Summarization @)

= EIGRP supports automatic and manual summarization

= Same rules as for implementing RIPv2 summarization

= Takes place when interface in the one major network is sending
information about its component to the other major network

= Beware, it is turned on by default!

= Immediately when summarization is working discard route is
automatically generated to NullO interface

= Automatic summarization could be done only on components of
major networks in which router has directly connected interface —
difference between RIPv2 implementation



Summarization 2)

= Manual summarization configuration snippet:

Router (config-if)# ip summary-address eigrp AS NET MASK
Router (config-if)# router eigrp AS
Router (config-router)# no auto-summary

= |n case of manual summarization do not forget to turn
automatic summarization off!!!

= Otherwise both (manual and automatic) routes are sent

= Turning automatic summarization off is recommended
practice as first step in configuring EIGRP



Summarization (3)

= Summarization helps to bound space where gueries are
advertised

= Neighbors do not recognize components of summary route
= What happened when they are asked?
= They answer that they do not know!

= Hierarchical design is absolutely necessary when
Implementing EIGRP (especially in case of large
topologies)

= Good summarization could reduce risk of so called Stuck-in-Active
State



EIGRP Stub,
SIA-Query,

Graceful Shutdown




Factors Implementing Convergence

1.

Amount of routing information exchanged between
neighbors is influenced by good summarization

Number of EIGRP routers in topology

Depth of topology = number of hops between two most
distant EIGRP routers which must be able to accept,
send or resend routing information

Number of all alternate paths to destination network
through topology



Queries in EIGRP

= TF router lost successor and there’s no feasible successor
In topology table THEN queries are sent to neighbors

* Queries are send to all neighbors through all interfaces

= Only exception is when Update or Query is received by current
successor — in that case router is not querying it back

= Route becomes active by sending query for destination
network

= Asked neighbor generates own gqueries whenever it does
not know the answer

= When router replies to query it stops spreading DUAL
= DUAL can not finish UNTIL router gets all the replies



Queries In Hub-and-Spoke Topology

Regional Offices Remote Sites

Queries
Replies

Don't want to use these paths!



EIGRP Stub @

= Multiple paths exist in
topology to support
redundancy of links (not
routers)

10.1.1.0/24

= B should never use spoke
routers as transits to
networks behind A

= Hence, it is absolutely
unnecessary to query
spoke routers

Tese Are Not
Designed to
Transit Traffic



EIGRP Stub (2

1. Whenever B lost
connection with
10.1.1.0/24 network
then it generates and
sends five queries to
all neighbors

2. Following all spokes
query A for answer

3. A gets five queries on
which it must answer

4. All spoke routers will
answer initial query
from B

10.1.1.0/24




EIGRP Stub (3

= Document:

* EIGRP stub is ability of EIGRP to limit topologically
unnecessary propagation of queries

= Best used in hub-and-spoke topologies

= Stub router sends EIGRP packets with special TLV record
identifying it as stub

= Characteristics of stub configuration:
= Neighbors of stub routers do not query them

= By default stub router does not advertised routes learned via EIGRP
to its neighbors

= TF stub receives Query THEN it responds as a matter of principle
with “network unreachable”

(Errata exists, it is because of summarization!)


http://www.cisco.com/en/US/tech/tk365/technologies_white_paper0900aecd8023df6f.shtml

EIGRP Stub (@)

= TF spokes are configured as
EIGRP stubs THEN routers A and
B never send them Queries

10.1.1.0/24

= Whenever router B lost
connectivity with 10.1.1.0/24
network it sends only one guery
Instead of five

= A sees only one path to target
network instead of five

= Spokes do not advertise EIGRP
learned routes




EIGRP Stub Configuration O

Router (config-router) #
eigrp stub [receive-only|connected|static|summary]

" receive-only:. Stub does not inform about any network
In its routing table

" connected: Stub advertises to EIGRP directly connected
networks (together with redistribution)

*static: Stub advertises to EIGRP static routes (together
with redistribution)

* summary. Only summary routes are advertised
* By default eigrp stub behaves like:

Router (config-router)# eigrp stub connected summary




EIGRP Stub Configuration 2)

" stub connected.

= B advertises
10.2.2.1/31,
10.1.2.0/24

= B does not advertise
10.1.2.0/23,
10.1.3.0/24,
10.1.4.0/24

"stub summary:

= B advertises 10.1.2.0/23

= B does not advertise
10.2.2.1/31,
10.1.2.0/24,
10.1.3.0/24,
10.1.4.0/24

> 10.2.2.2/31

10.1.3.0/24

> 10.1.2.0/24
Router B

ip route 10.1.4.0 255.255.255.0 10.1.2.2
'

interface serial 0
=3 ip summary-address eigrp 10.1.2.0 255.255.254.0
'

router eigrp 100

redistribute static 1000 1 255 1 1500
network 10.2.2.2 0.0.0.1

network 10.1.2.0 0.0.0.255

— €1grp stub connected

eigrp stub summary



EIGRP Stub Configuration 3)

"stub static:

= B advertises 10.1.4.0/24

= B does not advertise
10.2.2.1/31,
10.1.2.0/24,
10.1.2.0/23,
10.1.3.0/24

"stub receive-only:

= B advertise nothing to A

10.1.3.0/24

10.1.2.0/24

Router B

.

= ip route 10.1.4.0 255.255.255.0 10.1.2.2
'

interface serial 0
ip summary-address eigrp 10.1.2.0 255.255.254.0
'

router eigrp 100

redistribute static 1000 1 255 1 1500
network 10.2.2.2 0.0.0.1

network 10.1.2.0 0.0.0.255

eigrp stub static

eigrp stub summary




Stuck-in-Active State

= TF neighbors have target lost route information THEN they answer the
guery (and stop the query from spreading further) ELSE queries are
sent to their neighbors

Active

= IF neighbor does not reply to Query packet in 3 minutes limit THEN the
route transits to SIA state AND querying router ends neighbor
relationship (is considered down)

= Protection against this is SIA-Query described in Advances in EIGRP



http://www.cisco.com/en/US/prod/collateral/iosswrel/ps6537/ps6554/ps6599/ps6630/prod_presentation0900aecd80310eff.pdf

SIA Detection

Before After

= A resets neighborhood with B = A sends in half of timeout SIA-
after 3 minutes timeout even Query packet to discover whether B
thou problem relies on link s still “alive
between B to C = B replies with SIA-Reply

= A sends maximally 3x SIA-Queries

X10.1.1.024 gone; no Fs

Query
Reset relationship

10.1.1.0/24 gone; no FS

Query
bad link; reply

x 10.1.1.0/24 gone; no FS

Query
l SIA-Query
SlA-Reply
10.1.1.0/24 gone; no FS

Query
bad link; reply

never makes it
Reply

never makes it
Reply

10.1.1.0/24 gone

10.1.1.0/24 gone
Remove 10.1.1.0/24

Remove 10.1.1.0/24



EIGRP Graceful Shutdown

= |s ability of router to
advertise properly that it
IS restarting or shutting
down

= |n principle it is Hello
packet with K-values set
to 255

= Routers without
Graceful Shutdown
capability reset
neighborship also
because of K-values
mismatch

Feasible

Successor Successor




EIGRP In

NBMA Networks




EIGRP in NBMA Networks (O

= Same principle as in case of RIP applies for configuration of
EIGRP for NBMA networks because EIGRP is also using
multicast communication

= All directly connected neighbors MUST be defined

= Together with neighbor IP address also interface MUST be specified
where on this interface EIGRP multicast capability is disabled

Router (config-router) # neighbor TP TFACE

= Split-horizon is by default enabled on all interfaces

= |n case of need it could be disabled with command:

Router (config-if)# no ip split-horizon eigrp AS




EIGRP in NBMA Networks 2

= With Frame-Relay it is mandatory to setup correct bandwidth
on interface

= Risk of congestion or SIA states...hence, once again never use
bandwidth for manipulating with metric!

= By default EIGRP could reserve up to 50% of bandwidth for EIGRP
signal communication

= These percentage could be changed with command
ip bandwidth-percent on interface

= Three basic rules:

1. EIGRP traffic passing any interface CAN NOT consume whole
bandwidth

2. Sum of all EIGRP traffic via all virtual circuits on one physical
interface CAN’T exceed its overall capacity

3. Allowed bandwidth consumption of EIGRP traffic MUST be same on
both ends of virtual circuits


http://www.cisco.com/en/US/tech/tk365/technologies_tech_note09186a0080094063.shtml

EIGRP in NBMA Networks (3

= Point-to-Point bandwidth configuration:
= Set bandwidth on CIR speed for target DLCI circuit

= Point-to-Multipoint bandwidth configuration:

= Set bandwidth on value which is result of equation

the lowest CIR - number of DLCIs

= TF result exceeds capacity of physical interface THEN EIGRP
consumption percentage have to be changed

= Available bandwidth is equally divided by all VCs




Useful Commands

show 1p protocols

show i1p eigrp neighbors [detail]

show i1p eigrp topology [all-links] [NETWORK]
show ip eigrp interfaces [detail]

show ip eigrp traffic

show ip route eigrp

show key chain

debug eigrp

debug ip eigrp
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Diffusing computations




-
Difuzne vypocty

=V roku 1979, Edsger W. Dijkstra a Carel S. Scholten navrhli
pojem ,diffusing computation” — difuzny vypocet
= Dokument EWDG687a, http://lwww.cs.utexas.edu/users/EWD/

= Difuzny vypocet je distribuovany vypocet v sieti, pri ktorom jeden
uzol prideli Casti ulohy na spracovanie svojim susedom

= Susedia mb6zu nasledne podcasti prideleného jobu delegovat dalej
na svojich vlastnych susedov

= \VypocCet sa tymto ,rozptyli“ — difunduje medzi uzlami

= KluCovy problém, ktory Dijkstra a Scholten riesili, bola detekcia
ukoncenia tohto vypocCtu — navrh vhodnej signalnej schemy



-
Difuzne vypocty

= Dijkstra a Scholten zaviedli pre riadenie difuzneho vypoctu
dva druhy sprav: ziadosti (queries) a odpovede (replies)
= Query sa pouziva na delegovanie Casti vypoCtu na suseda
= Reply sa pouziva na odovzdanie vysledku vypoctu susedovi

= Vyuzitim len tychto dvoch sprav chceme dosiahnut, ze

= Ked je vypocet uplne ukoncCeny, poévodny zadavatel tohto vypoctu
bude o ukoncCeni procesu informovany

= Ak je p6évodny zadavatel vypocCtu informovany o ukonCeni procesu,
distribuovany vypocet je aj skutoCne ukonceny



-
Difuzne vypocty

= Dijkstra a Scholten dokazali, ze na splnenie uvedenych
kKritérii v difuznom vypocte stacCi dodrzat nasledujuce
pravidla:
= Uzol mbze poslat’ najviac tolko odpovedi, kolko ziadosti dostal.

Odpovede sa odosielaju tym susedom, ktori poslali otazku (kazda
otazka musi byt zodpovedana)

= Ak uzol nespusta difuzny vypocet, nesmie poslat ziadost skor, ako
sam dostane ziadost od svojho suseda

= Uzol smie poslat svoju poslednu odpoved az vtedy, ked sam dostal
odpovede na vsetky svoje odoslané ziadosti

= Uzol musi svoju poslednu odpoved odoslat’ prave tomu susedovi, od
ktorého dostal prvu ziadost’



-
Difuzne vypocty v EIGRP

= EIGRP vyuziva signalnu schému difuznych vypoctov ako
prostriedok na zainteresovanie dotknutej Casti siete do
hladania novej najkratSej cesty k danemu cielu

= Router, ktovry hlada novu cestu do ciela, odosle Ziadost’ svojim
susedom. Ziadost obsahuje aktualnu vzdialenost routera od daneho
ciela (podla typu udalosti mbéze byt zvySena alebo nekonecna)

= Ak susedia nie su ovplyvneni novou vzdialenostou uvedenou v
ziadosti od svojho suseda, oznamia mu v odpovedi iba vlastnu
vzdialenost a odpoved nepreposlu

= VV opacnom pripade susedia sami poslu otazku s vlastnou
(zvySenou) vzdialenostou, Cim Siria difuzny vypocCet hlbSie do siete,
v marginalnom pripade az k samotnému cielovému smerovacu

= Ked router dostane odpovede na vsSetky svoje otazky, mdze si z nich

vybrat’ najlepsiu alternativu, pretoze odosielatelia odpovedi uz maju
svoju vlastnu cestu do ciela ujasnenu



Feasibility Condition




-
Feasibility Condition

= Feasibility Condition (FC) je jeden z vysledkov vyskumu,
ktory realizoval Jose Joaquin Garcia-Luna-Aceves v SRI
International

= |EEE Transactions on Networking, Vol. 1, No. 1, Februar
1993, p. 130-141.

= Loop-Free Routing Using Diffusing Computations

= USelom FC je poskytnut postadujicu podmienku pre vyber
takeho next-hop routera, ktory s istotou nesposobi
smerovaciu slucku
= Tato podmienka sa pouziva vzdy, ked si router vybera next hop

= Jednou z jej vlastnosti je, aby si vyzadovala minimalne mnozstvo
dodatoCnej informacie, ktoru si router musi pamatat’



Source Node Condition

= Garcia navrhol a dokazal platnost niekolkych r6zne
formulovanych FC

= Distance Increase Condition (DIC)
= Current Successor Condition (CSC)
= Source Node Condition (SNC)

= EIGRP vyuziva podmienku Source Node Condition:
= Ak v Case t musi uzol i zmenit' svoj next-hop do ciela j, mbze si

metriku a ktorého vzdialenost od j v Case t je ostro mensSia ako

minimalna hodnota vzdialenosti i od j do Casu t, inak musi zachovat
svoj existujuci next-hop



K dokazu Source Node Condition

= Pouzité znacenie:
= D(t)  Vzdialenost uzla i od ciela j v Gase t
= D;'(t)=FDj(t) Minimalna hodnota Di(t) do ¢asu t
= D, (t) Vzdialenost uzla k od ciela j, ako ju pozna uzol i v ase t

o s‘j (t) Next-hop (successor) uzla i do ciela j v Case t

"1, Cas poslednej aktualizacie smerovacej tabulky na uzle k
=T, Cas odoslania posledného relevantného update z uzla k
=N, k-ty uzol v smerovacej slucke

- T Moment (Cas) vzniku smerovacej slucky

= DOkaz sporom: predpokladame, ze vsetky uzly pouzivaju
SNC a ze v Case 7 vznikne smerovacia slucka tym, ze uzol
| SI vyberie uzol n, ako svoj next-hop do ciela j



Dokaz Source Node Condition

n
= Zrejme plati:
\vai E<tk,T >, STk (t) - nk+l’ D;]k (t) = Djnk (T) nl n
/ 3

Vt: D™ (t) > D™ (t)

t,<t,= D™ (t,) <D™ (t,)

|
|
|
. |
I 1
Ta$t<T<c .,
‘J‘: ........... -

= Potom:
FD!(r)=D;'(z) > D}nl (r) =D (T,)

D"(T,)=Dj"(t)) 2 D;”l (t,)=FD; (t) > D;‘;Z (t)=D;*(T,) = FD; (z) > D;*(T,)

D™ (T,) = D™ (t,) > D™ (t,) = FD™ (t,) > D (t,)=D™(T, ;)= FD!(z) > D (T,,)

D} (T,)=D}"(t,) > D;" (t,) = FD{" (t,) > Dy’ (t,) = Dj(T,) = FDj(z) > D(T,)
D!(T,)> D/ (T,)> D}'(r) = FD!(r) > FD}(z)



Diffusing Update Algorithm




Diffusing Update Algorithm

= Spojenim SNC a difuznych vypoctov je mozné vybudovat
algoritmus, ktory hlada najkratSie cesty a garantuje
bezsluckovost

= Je tu ale probléem: predpoklada sa, ze pocCas behu
difuzneho vypoctu v sieti nedochadza k dalSim zmenam

=V praxi je to problém — difuzny vypocet isty Cas trva a v sieti mbze
pocCas tohto Casu dojst k dalsim topologickym zmenam

=V tom istom Clanku ,Loop-Free Routing Using Diffusing
Computations®, kde je predstavena SNC, Garcia uvadza aj
stavovy automat DUAL, ktory popisuje uplné spravanie sa
difuzneho vypoctu pre vsetky mozné udalosti, ktore pocCas
vypocCtu moézu nastat



Diffusing Update Algorithm

last reply, FC not
satisfied with FD

increase in D increase in D

input event other than input event other than last  input event other input event other than
last reply or query from S reply, inc in D or query from S  than last reply last reply or increase in D



